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The following one‐page abstracts each describe an exciting piece of 
science that has been enabled by CIG or is contributing to the overall 
CIG effort. 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Testing seismic tomography models using numerical simulation of wave propagation 
 
Ebru Bozda! & Jeannot Trampert 

Department of Earth Sciences, Utrecht University, Utrecht, the Netherlands 

 

    It is very well known that Earth’s crust has a very strong influence on surface waves. Therefore, 

crustal corrections are a crucial step in surface wave tomography to enhance mantle structures. In 

Bozda! & Trampert [2008], we investigated crustal effects on tomographic mantle images. We 

estimated crustal corrections using first order ray theoretical and finite frequency approximations 

and compared them to those obtained from full 3-D wave simulations with the spectral element 

method. We observed that crustal effects cannot be completely removed from seismograms and 

produce errors larger than those in phase velocity measurements at periods shorter than 60 and 80 s 

for Rayleigh and Love waves, respectively. In addition, Rayleigh and Love waves are affected by 

the crust in a different way. As a consequence, our observations indicate that imperfect crustal 

corrections could have a large impact on inferences of radial mantle anisotropy. Part of mantle 

anisotropy could be uncorrected crustal signal. Possible solutions are to use 3-D reference models 

or to invert crust and mantle together instead of applying crustal corrections. 

   In Bozda! & Trampert [2009], we 

investigated to what extent current 

tomographic mantle images represent the 

real Earth’s mantle. For this purpose, we 

compared real seismograms to those 

computed by the spectral element method 

in some 3-D mantle models. In 

particular, we examined the effect of 

damping on our interpretation of the 

mantle by choosing differently damped 

mantle models. Surprisingly, synthetic 

seismograms are statistically insensitive 

to differently damped models. These 

observations point to a crustal signal 

which could not be properly removed 

from the data by corrections. In addition, 

we observed a large amplitude signal 

which is usually ignored in classical 

mantle tomography. The amplitude 

mismatches are most likely due to our 

ignorance in attenuation. Body wave 

amplitudes however are more sensitive to 

focusing/defocusing effects than surface 

waves. 

    The computation of synthetic seismograms in these studies was performed by SPECFEM3D-

GLOBE package that we obtained from CIG.  

 
References 

Bozda!, E. & Trampert, J., 2008. On crustal corrections in surface wave tomography, Geophysical 

Journal International, 172, 1066-1082. 

Bozda!, E. & Trampert, J., 2009. Assessment of tomographic mantle models using spectral 

element seismograms, Geophysical Journal International, under revision. 

Figure An example for comparison of real seismograms 

with the synthetic ones computed in 1D (PREM) and 3D 

crust (Crust2.0) and mantle (m1) models by 

SPECFEM3D. Blue, green and cyan seismograms show 

the waveform differences.  
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High-Frequency Simulations of Global Seismic Wave Propagation Using 
SPECFEM3D_GLOBE  

Laura Carringtona, Dimitri Komatitschb,c, Michael Laurenzanoa, Mustafa M Tikira , David Michéab,   
Nicolas Le Goffb, Allan Snavelya, Jeroen Trompd 
a Performance Modeling and Characterization Lab, San Diego Supercomputer Center, La Jolla, CA, USA  
b University of Pau, France 
c Institut universitaire de France, Paris, France 
d Seismological Laboratory, California Institute of Technology, Pasadena, CA, USA 

 

SPECFEM3D_GLOBE is a spectral-element application enabling the simulation of global seismic wave 

propagation in 3D anelastic, anisotropic, rotating and self-gravitating Earth models at unprecedented 

resolution. A fundamental challenge in global seismology is to model the propagation of waves with 

periods between 1 and 2 seconds, the highest frequency signals that can propagate clear across the Earth. 

These waves help reveal the 3D structure of the Earth's deep interior and can be compared to 

seismographic recordings. We broke the 2 second barrier using the 62K processor Ranger system at 

TACC. Indeed we broke the barrier using just half of Ranger, by reaching a period of 1.84 seconds with 

sustained 28.7 Tflops on 32K processors.  We obtained similar results on the XT4 Franklin system at 

NERSC and the XT4 Kraken system at University of Tennessee Knoxville, while a similar run on the 

28K processor Jaguar system at ORNL, which has more memory per processor, sustained 35.7 Tflops (a 

higher flops rate) with a 1.94 shortest period. For the final run we obtained access to the ORNL Petaflop 

System, a new very large XT5 just coming online, and achieved 1.72 shortest period and 161 Tflops using 

149,784 cores. 

With this landmark calculation we have enabled a powerful new tool for seismic wave simulation, one 

that operates in the same frequency regimes as nature; in seismology there is no need to pursue periods 

much smaller because higher frequency signals do not propagate across the entire globe. 

We employed performance modeling methods to identify performance bottlenecks and worked through 

issues of parallel I/O and scalability. Improved mesh design and numbering results in excellent load 

balancing and few cache misses. The primary achievements are not just the scalability and high teraflops 

number, but a historic step towards understanding the physics and chemistry of the Earth's interior at 

unprecedented resolution. 

 

 

Fitted curves for total communication time (in seconds) for all cores for different resolutions. 
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Evaluating the effectiveness of current 3-D earth models for 
use in rapid earthquake source characterisation 

Alison Kirkby and Phil Cummins, Geoscience Australia 

Tsunami warning systems typically use only magnitude and location to identify potentially 

tsunamigenic earthquakes, but slip distribution may also have an influence if the fault rupture 

length is comparable to the tsunami propagation distance. For example, the MW 9.3  Sumatra-

Andaman earthquake in 2004 had a rupture length of >1200km, so that even coastlines 1000s of 

km distant from the source could experience tsunami heights sensitive to details of the fault slip.  

Slip model inversions typically use waveform calculations that only approximately account for 

3D structure, and these often involve a minimum distance for their application, delaying the 

time in which data can be used to produce a slip model. The purpose of this project is to explore 

whether this distance threshold can be reduced by using seismograms accurately calculated for 

3D earth structure. We compared synthetic surface wave seismograms calculated for a point 

source representation of the 12 September, 2007 Mw=8.5 earthquake off Sumatra using (a) an 

asymptotic method accounting for 3D structure via a global phase velocity map, and (b) 

calculations using SPECFEM3D via the CIG portal. The calculated waveforms were compared 

with each other via cross-correlation (Figure 1.). 

 

Figure 1. Results of cross correlating point source synthetics from 1D and 3D earth models for the Sumatra 

event, plotted according to: (a) correlation coefficients (vertical component) of <0.85 (red), 0.85 – 0.90 (yellow), 

0.90 – 0.95 (green), 0.95 – 1.00 (blue), (b) correlation coefficients (transverse component). 
 

The results, and similar ones for the 2007 Solomon Islands earthquake, show geographically 

coherent patterns of low and high correlation. Most of the correlations within the 30º distance 

threshold, where we expected our use of a phase velocity map might break down, are high. The 

regions of poorly correlated synthetics are generally at large distance form the source and 

exhibit some similarity for the two events studied – in particular, some correlations were poor in 

southern Australia, particularly for the transverse component synthetics. 

 

The results suggest that the effects of 3D structure on the seismic waveform data used for finite 

fault rupture modelling should be further investigated, especially if its use is to be considered for 

the Australian stations important for the Australian Tsunami Warning System. Future work will 

focus on comparing synthetics computed for finite fault models with actual data.  
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An unsplit convolutional Perfectly Matched Layer improved at grazing 
incidence for the seismic wave equation 

R. Martin, University of Pau, France  

D. Komatitsch, University of Pau, France; Institut universitaire de France, Paris, France  

 

The Perfectly Matched Layer absorbing boundary condition has proven to be very efficient from a 

numerical point of view for the elastic wave equation to absorb both body waves with non-grazing 

incidence and surface waves. However, at grazing incidence the classical discrete Perfectly Matched 

Layer method suffers from large spurious reflections that make it less efficient for instance in the case of 

very thin mesh slices, in the case of sources located close to the edge of the mesh, and/or in the case of 

receivers located at very large offset. We demonstrate how to improve the Perfectly Matched Layer at 

grazing incidence for the differential seismic wave equation based on an unsplit convolution technique. 

The improved PML has a cost that is similar in terms of memory storage to that of the classical PML. We 

illustrate the efficiency of this improved Convolutional Perfectly Matched Layer based on numerical 

benchmarks using a finite-difference method on a thin mesh slice for an isotropic material and show that 

results are significantly improved compared with the classical Perfectly Matched Layer technique. We 

also show that, as the classical model, the technique is intrinsically unstable in the case of some 

anisotropic materials.  

 

Figure 1: Snapshots in a (x,y) plane of the vy component of the three-dimensional velocity vector for a 

model corresponding to a thin slice with C-PML conditions implemented on the six sides. We represent 

the component in red (positive) or blue (negative) at each grid point. The orange cross indicates the 

position of the source. The four vertical or horizontal orange lines represent the edge of each layer PML. 

No spurious wave of significant amplitude is visible, even at grazing incidence. 
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Simulation of seismic wave propagation in a 3D asteroid model using an 
unstructured MPI spectral-element method and non-blocking 
communications 

R. Martin, University of Pau, France  

D. Komatitsch, University of Pau, France; Institut universitaire de France, Paris, France  

J. Labarta, Barcelona Supercomputing Center, Spain 

 

We implement spectral-element calculations in parallel in an asteroid based upon MPI. Homogeneous and 

fractured models are meshed using the CUBIT mesh generator developed at Sandia National Laboratories 

(USA) and the unstructured meshes are partitioned using the SCOTCH graph partitioning library, which 

focuses on balancing the size of the different domains and minimizing the edge cut to optimize load 

balancing in our parallel non-blocking MPI implementations. Balancing the size of the domains ensures 

that no processor core remains idle for a significant amount of time while others are still running at each 

iteration of the time loop, while a small edge cut reduces the number and the size of the communications. 

Contributions between neighboring elements that are located on different processor cores are added using 

non-blocking MPI sends and receives. Internal force contributions from the outer elements of a given 

mesh partition are computed first and sent to the neighbors of that mesh slice using a non-blocking MPI 

send. Similarly, each processor core issues non-blocking MPI receives. Communications are then 

overlapped by the calculations. 

 

Figure 1: Partitioning of a homogeneous model mesh obtained in the case of 8 (left) and 80 (right) 

domains. The number of elements along the interface of the partitions is small compared to the number of 

elements inside each partition in the case of 8 domains and overlapping of communications with 

calculations works fine. But for 80 domains, this number becomes comparable or even higher than the 

number of inner elements and overlapping tends to fail with poor performances. 

 
 

Figure 2: Snapshots of the propagation of simulated 3D seismic waves in the geological model for a total 

duration of 20 seconds in the case of a 3D asteroid model with a regolith layer. Snapshots are shown at 

4~s, 6~s and 15~s on the 3D surface. We represent the vertical component of the displacement vector. 
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Geodynamo Models with Core Evolution 

 
Peter Driscoll and Peter Olson 

  Department of Earth & Planetary Sciences Johns Hopkins University, Baltimore, MD  

 

   Numerical dynamos with time-variable control parameters that simulate the secular 

evolution of the core are used to interpret long-term trends in geomagnetic field behavior, 

including changes in polarity reversal frequency.  Dynamos with time evolution in 

convective forcing, inner core size, and rotation rate show trends in dipole field intensity 

and fluid velocity with systematic variations in polarity chrons in some cases. The 

dynamo model shown below started in a non-reversing state and subject to anomalously 

fast inner core growth rate (simulating a pulse of rapid cooling of the core) evolves over 

20 Myr to a reversing state with substantial trends in dipole intensity and polarity chron 

length. The dispersion of polarity chron lengths in the dynamo model with anomalous 

evolution is qualitatively similar to the observed dispersion of geomagnetic polarity 

chrons since the end of the Cretaceous Normal Superchron. 

 

   The dynamo code MAG used here is supported by the Computational Infrastructure for 

Geodynamics (CIG).  

 

 

 
 
A 20 Myr simulation of an evolving geodynamo model, showing the effects of accelerated 

core cooling on the frequency of geomagnetic polarity reversals. 

 

Reference: Driscoll, P. and P. Olson, Polarity Reversals in Geodynamo Models with 

Core Evolution, Earth Planet Sci. Lett., (in press), 2009. 
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Dipole collapse and reversal precursors in a numerical dynamo 

 
Peter Olson and Peter Driscoll  

  Department of Earth & Planetary Sciences Johns Hopkins University, Baltimore, MD 

Hagay Amit   
  Institut de Physique du Globe de Paris 

 

    Precursors to extreme geomagnetic field changes are examined in a numerical dynamo 

with a reversing dipolar magnetic field. The dynamo model shown below is driven by 

compositional convection in a rotating spherical shell and produces a strongly dipolar 

external magnetic field, with stable polarity epochs and occasional dipole collapses, some 

of which result in polarity reversals.  We analyze the model behavior during dipole 

collapses that lead to polarity reversals, focusing on observable precursors. Reversed 

magnetic field induced in the dynamo interior by intermittent convective variability is the 

primary cause of dipole collapse.  Spots of reversed magnetic flux emerge on the outer 

boundary at an early stage of the dipole collapse.  The dynamo code MAG used here is 

supported by the Computational Infrastructure for Geodynamics (CIG).  

 

 
Magnetic dipole collapse and polarity reversal from a geodynamo simulation, in 5 kyr 

steps. Top row: radial magnetic field intensity on the core-mantle boundary. Middle 

rows: magnetic field line structure within the outer core (meridional and north polar 

views). Bottom row: axial vorticity of the convection. 

 

Reference: Olson, P., Driscoll, P., Amit, H., Dipole collapse and reversal precursors in a 

numerical dynamo, Phys. Earth. Planet. Inter.  doi:10.1016/j/pepi2008.11.0101, 2008 
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Application of Long-term Tectonic Simulations to Predictive Mineral Exploration: The 
Victorian Goldfields Architecture 
 
Guillaume Duclaux

1
 and Tim Rawling

2 

1
 CSIRO Exploration and Mining, PO Box 1130, Bentley WA 6102, Australia, Minerals Down Under Flagship 

2
 GeoScience Victoria, GPO Box 4440, Melbourne VIC 3001, Australia  

 
A series of high strain simulations were run to examine the conditions favourable for the formation of terrane-scale 
high strain zones that provide the host architecture for most orogenic gold deposits in the western Lachlan Orogen 
of Victoria (SE Australia).  Gale, a visco-plastic finite-element code based on Underworld, has been used to 
simulate the tectonic evolution of the area. It allows the simulation of large scale deformation under realistic 
convergence rates.  A simplified geometry representing an immature oceanic turbidite basin and its margins was 
shortened up to 60%. These simulations successfully reproduce 
some of the geological features of the western Lachlan Orogen, 
such as the development of major faults, their spatial distribution 
and their relative chronology.  

 
Figure 1:  Model design. Comparison of the Lachlan tectonic model at 455 Ma 
(after Foster and Gray, 2000), incorporating a microplate in the eastern part of the 
western Lachlan with the model initial geometry used for the simulations. Crustal 
materials are visco-plastic, combining a Mohr-Coulomb yielding rheology and 
Frank-Kamenetskii viscous rheology. Mantle is defined as purely viscous.  A 
constant velocity condition (convergence at 2.2 to 4.4 cm.yr-1) is applied on the 
right wall of the model. Top surface is free to move. 
 
Gale simulation results (Fig. 2) shown that the first structures to be activated as thrusts are the basin’s passive 
margins (Border Faults). After about 3 Myr, these high strain zones start to widen. After about 7 Myr, backthrusts, 
dipping toward the edge of the basin develop within the basin and accumulate most of the strain (Main basin 

Thrusts).  At that time 2 pop-ups are formed between the marginal 
border Faults and the Main basin thrusts.  
The general timing and fault sequence observed in our model is 
compatible with the tectonic evolution of the western Lachlan orogen 
as reported by Gray and Foster (2004) and Miller et al. (2006) (Fig. 3).   
Simulations also illustrate that the shortening is preferentially 
accommodated within the turbidite basin. 
Gale simulations successfully reproduce the general deformation 
pattern proposed by previous authors resulting from field observations 
and recent geophysical interpretations. 

Long-term tectonic simulations are helpful tools to test simplified 
regional deformation scenarios and to understand crustal architecture. They also have the potential to inform 
exploration at increasing depth and undercover, and promote the discovery of new deposits in greenfield terranes 
where only coarse geological features are known. 
 
Figure 2: (Left) From bottom to top: Evolution of the Strain Rate second invariant between 1.5 (4% shortening) and 16 Myr (41% shortening). 
As the convergence starts, thrusts develop at the basin’s passive margins (Border Faults). After about 3 Myr, these high strain zones start to 
widen. After about 7 Myr, backthrusts, dipping toward the edge of the basin develop within the basin and accumulate most of the strain (Main 
basin Thrusts).  Simultaneously, 2 pop-ups are formed between the Border Faults and the Main basin thrusts. (model resolution: 80 x 15 x 40). 
Figure 3: (Right) Comparison of a geological cross-section of the western Lachlan Orogen where major faults are highlighted (after Miller et al., 
2006) with strain rate image along vertical section A-A’ for Gale simulation (Fig. 2). The spacing and general distribution of the faults in the 
simulation (approximated by higher strain rate, highlighted by continuous black lines) is compatible with geological observations. 
 
References 
Foster, D., Gray, D., 2000. Annual Reviews of Earth and Planetary Science, 28, 47-80; Gray, D., Foster, D., 2004. Australian Journal of Earth 
Sciences, 51, 773-817; Miller, J., Wilson, C., Dugdale, L., 2006. Australian Journal of Earth Sciences, 53, 677-695. 
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Mantle flow and crustal dynamics in southern California and the Pacific Northwest 
 

Noah Fay 

Department of Geosciences, The University of Arizona, Tucson, AZ  85705 
 

We calculate the small-scale convective flow of the southern California upper mantle and its influence on 

the dynamics and deformation of the overlying crust.  Three dimensional anomalous upper mantle density 

structure, derived from shear wave tomography, is used to drive three dimensional viscous flow using the 

CIG finite element code GALE.  Figure 1 shows the resulting stresses on the base of the crust caused by 

flow of the underlying upper mantle.  Regions 

overlying anomalously fast/dense upper mantle, such 

as in the Transverse Ranges and southern Great 

Valley (The Transverse Ranges and Sierra Nevada 

“drips”), are being compressed by mantle tractions 

(convergent vectors in Fig. 1) and regions overlying 

slow/buoyant upper mantle, such as the Salton 

Trough and southern Walker Lane Belt, are being 

extended (divergent vectors) by mantle tractions.  We 

find a strong correlation between contemporary 

surface deformation (in particular dilatation) and 

crustal deformation predicted by the model 

suggesting these mantle tractions contribute 

significantly to the sum of forces deforming the 

southern California crust. 

Reference: Fay, N. P., R. A. Bennett, J. Spinler, and 

E. D. Humphreys (2008), Small-Scale Upper Mantle 

Convection and Crustal Dynamics in Southern 

California, Geochem., Geophys., Geosys., 9, Q08006, 

doi:10.1029/GC001988. 

 

Recent seismic tomography 

models suggest the Juan de 

Fuca (JdF) slab beneath the 

Pacific Northwest may 

contain a hole or tear, or 

otherwise be discontinuous.  

We use the CIG code GALE 

to estimate how variations in 

JdF slab structure influence 

the mantle flow it induces 

during subduction.  The 

subduction and rollback of a 

continuous and finite-length 

slab (Fig. 2a) excites a 

strong counterclockwise 

toroidal flow around the 

edge of the slab.  A 

discontinuous slab (Fig. 2b) also excites a toroidal flow in addition to a flow through the ‘slab gap’ with a 

significant component of upwelling.  Although speculative, this vertical mantle flow and associated 

decompression melting, and its progression through time as the slab subducts and possibly rolls back (to 

the west), may provide an explanation for the westward-migrating anomalous volcanism now located at 

Newberry caldera. 

 
Figure 1.  Horizontal tractions on the base of the 

crust (Moho) caused by density-driven flow of 

the underlying upper mantle. 

 

 
Figure 2.  Horizontal (vectors) and vertical (colors) mantle flow velocities at 

250 km depth caused by subduction of a continuous (a) and discontinuous 

(b) simplified Juan de Fuca slab.  
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Harry, D.L., Geodynamic Constraints on Opening of the Gulf of Mexico and the Nature of the Crust, Geological 

Society of America Annual Meeting, Houston, TX, Oct. 5-9 2008. 

Harry, D.L., Shifts in extension centers and the transition from amagmatic rifting to sea-floor extension. The 

Geological Society of London/SEPM Conference on “Rifts Renaissance: Stretching the crust and 

extending exploration frontiers, Houston, TX, Aug. 19-21, 2008 (invited). 
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3-D Faulting and Magmatism at Mid-Ocean Ridges 
Garrett Ito (SOEST, University of Hawaii, Honolulu HI) 

Mark D. Behn (Woods Hole Oceanographic Institution, Woods Hole MA) 

Faulting and magmatism at mid-ocean ridges influences the geometry of the plate boundary, shapes the to-

pography of the axial zone, and creates seafloor fabric that covers two-thirds of the Earth’s surface. The tectono-

magmatic cycle at ridges creates a situation in which extension is accommodated partly by magmatic intrusions 

and partly by faulting.  Magmatism is also heat source that influences the thickness of the brittle lithosphere out 

of which faults grow. Recent geodynamic studies have begun to quantify relationships between observable to-

pographic characteristics and parameters such as the fraction of magmatic vs. tectonic extension and lithospheric 

thickness1,2,3.  In so doing, these studies have established a basic understanding of the kinematics of fault migra-

tion with plate motion, controls of the stresses on and brittle strength of the lithosphere, and the dynamic proc-

esses that determine whether the axis forms a deep valley versus a topographic high.   

The above studies were limited to 2D (depth and cross-axis); 

however, the mid-ocean ridge plate boundary is inherently 3D, with 

large variations in the 3rd, along-axis direction. The amount of 

magmatism and lithosphere thickness can vary by many times 

along individual ridge segments, and spreading itself is disrupted 

by axial discontinuities in the form of transform faults, overlapping 

spreading segments, and non-transform offsets.  

We have begun a study to quantify the response of faulting and 

topography to such along axis 

variations using the CIG-

supported finite element code 

Gale. The figure to the right 

shows example solutions of sur-

face velocity (positive to the 

right) and strain rate by a differ-

ent, 2D code (FLAC) and Gale.  

Despite fundamental differences 

in the methods of simulating brit-

tle behavior, the two codes pre-

dict similar times and amount of 

extension at which an active fault 

(right) begins to die at the ex-

pense of a new fault, which is 

beginning to form on the left 

plate. We are encouraged by 

these initial results and will soon 

be doing calculations 3D. This 

study is made possible by CIG 

and in particular by software en-

gineer, Walter Landry, who has 

provided outstanding support in 

code development and assistance 

in adapting Gale for simulating 

faulting and magmatism at mid-

ocean ridges. 

 

1Buck, W. R., L. L. Lavier, and A. N. B. Poliakov (2005), Nature, 434, 719-723. 
2Behn, M. D., and G. Ito (2008), Geochem. Geophys. Geosys., 9, Q08O10, doi:10.1029/2008GC001965. 
3Ito, G., and M. D. Behn (2008), Geochem. Geophys. Geosys., 9, Q09O12, doi:10.1029/2008GC001970. 
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Collaborative Code Development with CIG  
AuScope Simulation & Modelling Victoria – Monash University and VPAC  

Steve Quenette, Victorian Partnership for Advanced Computing, Australia 
Louis Moresi, Monash University, Australia 

 
AuScope (www.auscope.org.au) is an Australian organization formed to facilitate the implementation of a world-

class infrastructure system for earth science with a significant component of modeling software development. A 

fruitful and positive collaboration on software development has been built up between the Melbourne-based 

geodynamics software group in AuScope and CIG.   

  

We have held a number of developer-meets-user retreats in Australia with 

strong participation from members of the CIG team and the research community. 

At these retreats we have been able to solve outstanding issues raised by users, 

start seed projects, develop and trial new algorithm prototypes, discuss new 

developments in the field, and highlight risk areas for our projects. Both the Gale 

and MaDDS projects were initiated by retreats held close to Melbourne. Our 

developers and collaborators have also benefitted considerably from attending 

and contributing to CIG meetings. 

 

In developing new software with CIG, we have consolidated Underworld as a 

framework for long-term geophysics, and StGermain as an environment for facilitating reusable numerical software. 

In turn CIG has contributed by driving features such as free surface deformation, PIC in irregular meshes, frictional 

boundary conditions, and solver configurations targeted to Gale problems.  

   
The StGermain model for scientific code development is targeted at collaborative software development. Each 

component or feature is developed and maintained in isolation, contributed to a toolbox or plugin, and stitched into 

a “code” by means of an input file. In general, as new features become available, one doesn!t need to change their 

own code to use it. About two years ago the Gale developers forked Gale from the Underworld repositories, and in 

doing so isolated its users from the continually evolving features in our toolboxes and the framework itself. Some 

features that are readily beneficial include multigrid, refined PIC, REP, and so on. We believe the collaboration 

would strengthen if the CIG long term geodynamics community were to adopt a policy to keep their code coherent 

with the Underworld release set.  

  

The value our group then represents, is the research and implementation of numerical components that make the  

solve times for such systems tangible, on various computer architectures, as been demonstrated to date.  
 
Our vision is to provide the International long term geodynamics community a platform for rapid and robust 

application development. There are three key challenges to scale our infrastructures to what the community might 

ask for in a “dream application.”  

  

One challenge for anyone implementing software infrastructure for these problems is, and will continue to be, the 

ability to describe complicated multi-scale, multi-physics systems and solve them efficiently, while simultaneously 

making such infrastructure available to novices, as well as to the math- and C-literate power users.   

  

A second challenge is to enabling flexible model development: our group is developing features such as template 

PDE equations to readily describe large coupled systems, configurable block based solvers, and compile-time 

stitching.  

  

Creating a high quality software product for a diverse user-base and set of expectations is/will be a challenge for 

infrastructure providers such as CIG and our group. We are developing infrastructure to support users using auto- 

generated GUIs in conjunction with the Australian Grid programme. We!re also beginning to develop binaries that 

encompass all the dependencies, and continue making the traditional tar-ball frequent releases, and repository 

access. This infrastructure will leverage code- and meta-information already in the developed toolboxes, and will 

produce an environment for cost-effective development and maintenance of a spectrum of “codes.” Also, a new 

suite of unit, scientific, and system tests are in development. !
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The effect of anisotropic viscosity on mantle dynamics 
Einat Lev and Bradford H. Hager, Massachusetts Institute of Technology, Cambridge, MA, USA 

 

Rocks often develop fabric when subject to deformation, and this fabric causes anisotropy of 

physical properties such as viscosity and seismic velocities. We use the finite-element code Underworld to 

investigate the effect of anisotropic viscosity on a range if mantle flows, including lithosphere instabilities 

and plate subduction. Underworld is an evolution of the code Ellipsis3D and stands at the base of Gale. 

Underworld is unique among mantle convection codes in that it includes handling of anisotropic viscosity 

and tracks fabric evolution. 

 Rayleigh-Taylor instabilities are the fundamental process behind lithosphere instabilities and 

diapirism. The results of our experiments demonstrate a dramatic effect of anisotropic viscosity on the 

development of instabilities - their timing, location, and, most notably, their wavelength are strongly 

affected by the initial fabric. Specifically, we find a significant increase in the wavelength of instability in 

the presence of anisotropic viscosity which favors horizontal shear. We also find that interplay between 

regions with different initial fabric gives rise to striking irregularities in the downwellings. Our study shows 

that for investigations of lithospheric instabilities, and likely of other mantle processes, the approximation 

of isotropic viscosity may not be adequate, and that anisotropic viscosity should be included. 
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The thermal structure of the mantle wedge in subduction zones controls the distribution of melting 

and the derived volcanism, as well as dehydration reactions and seismicity. Physical parameters such as 

subduction geometry, velocity and mantle rheology influence the thermal structure of wedges; we focus 

here on the effect of anisotropic viscosity. The abundant observations of seismic anisotropy in subduction 

zones collected in recent years suggest that the material in the mantle wedge has a strong fabric and may be 

mechanically anisotropic. We use two-dimensional finite-elements kinematic models constructed in 

Underworld. We find that anisotropic viscosity leads to two substantial changes: (1) a large increase in the 

partially-molten area through narrowing of the overlying lithosphere (figures 2, 3 below), and (2) time 

variability of the melt area and excess temperatures (figure 3). This behavior is observed for both linear and 

non-linear viscosities. The observed time-variability, a result of heterogeneity in alignment of the flowing 

material, can provide an explanation for temporal changes in melt observed in some volcanic regions, 

without having to invoke a change in the wedge geometry, slab age or composition.  

 

            

 

 

 
The above work is further discussed in the following articles: 

Lev and Hager, Anisotropic viscosity changes the thermal structure at subduction zone wedges, in preparation for Geophys. Res. Lett. 

Lev and Hager, Prediction of anisotropy from flow models – a comparison of three methods, G-cubed, 2008 

Lev and Hager, Rayleigh-Taylor instabilities with anisotropic lithosphere viscosity, Geophys. Jour. Int., 2008  
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Active Plate Margin Fragmentation: Some Ellipsis Experiments! 
 
P. F. Rey and R. D. Müller, EarthByte Research Group, The University of Sydney, NSW 2006 Sydney, Australia 

!

On the basis of Ellipsis 2D thermo-mechanical numerical experiments we show that volume forces acting on Cordilleran-
type orogens can drive a range of tectonic processes including gravitational orogenic collapse, the formation of marginal 
basins, trench retreat, slab rollback and ultimately the fragmentation of the plate margin via the detachment of 
microplates.  In our model, trench retreat and slab rollback are a consequence of extension in the upper plate rather than 

its cause.  The buoyancy of the mantle wedge underneath the Cordillera played a major role is the initiation of continental 
rifts leading to the formation and detachment of micro-continents, forcing trench retreat and the oceanward motion of the 
continental blocks. 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
Fig. a shows the initial configuration of our 360 
km deep and 1080 km wide model. It includes a 
7 km thick oceanic crust adjacent to a 60 km 
thick, 250 km wide orogenic crust. Away from the 
subduction zone, a constant velocity condition in 
the direction of the fixed continental plate is 

applied to a small section of the oceanic 
lithosphere. Therefore, the geometry and 
dynamics of the flow at the junction between 
ocean and continent are a response to far field 
forcing as well as buoyancy and gravitational 
forces. In order to test whether or not volume 
forces alone can trigger collapse, boudinage and 
the opening of marginal sea, a key feature of our 

models is that they do not include a subducting 
slab. In fig. b, the oceanic lithosphere moves 
toward the continent at a velocity of 0.05 m per 
year. In the Cordillera, the forces driving 
contraction balance those promoting surface 
extension. As a result the trench location 
remains stable and little to no surface 
deformation affects the Cordillera.   At depth  

however, the stonger lower mafic crust is 
dragged into the subduction zone and peeled-off 
the continental crust. In fig. c and d the volume 
forces overcome the subduction driving force.  
As a result, the trench retreats, the upper plate boudinages and surface extension in the plateau region focuses across a 
symmetric graben. As the micro-continent surges towards the ocean, surface extension is focused in the marginal basin 
whereas contractional deformation occurs at the boundary between the ocean and the continent.  
!

Rey P. & Müller, R.D., 2008.  On the dynamic of active continental margin.  Australian Earth Science Convention, Perth. 
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Extension Rates, Crustal Melting & Core Complex Dynamics 
 
P. F. Rey, EarthByte Research Group, The University of Sydney, NSW 2006 Sydney, Australia 
C. Teyssier and D. L. Whitney, Dept. of Geology and Geophysics, University of Minnesota, Minneapolis MN 55455 USA 

!

Migmatite-cored metamorphic core complexes are common crustal-scale features that develop when thick, partially 
molten continental crust is exhumed beneath low-angle normal faults (detachments) by extension. They offer an 
opportunity to study deep crustal processes; they contribute to the thermal and mechanical re-equilibration of orogenic 

crust and, as we show here through Ellipsis 2D experiments, record the kinematic boundary conditions prevailing during 
the final stages of orogeny.  
 
a/ Initial and boundary conditions 
The upper and lower crust have 
the same rheology and density 
structures, so the depth of the 
brittle-ductile transition evolves 

with strain rate and temperature.  
A melt function accounts for the 
thermal and mechanical effects 
of partial melting. The solidus 
and liquidus are adjusted to 
obtain a peak melt fraction of 
35% at the Moho. The density of the partially melted region decreases linearly by 13% between the solidus and the 
liquidus, whereas the viscosity decreases linearly by 3 orders of magnitude when the melt fraction increases from 15 to 

30%. There is no segregation of the melt from its source, a reasonable approximation for many migmatite-cored 
metamorphic core complexes, in which melt and solid fractions move en masse”.   
             

             
 
At high strain rates, migmatite cores crystallize and cool along a hot geothermal gradient (35 to 65ºC km-1) after the bulk 
of their exhumation. At low strain rates, migmatite cores crystallize at higher pressure before the bulk of their exhumation, 
which is accommodated by solid-state deformation along a cooler geothermal gradient (20 to 35ºC km-1). In the cases of 
boundary-driven extension, space is provided for the domes, and therefore the buoyancy of migmatite cores contributes 
little to the dynamics of metamorphic core complexes. The presence of melt favors heterogeneous bulk pure shear of the 
dome, as opposed to bulk simple shear, which dominates in melt-absent experiments. The position of migmatite cores in 
their domes reveals the initial dip direction of detachment faults.  

 
Rey, P., Teyssier, C. & Whitney, D.L. Extension Rates, Crustal Melting and Core Complex Dynamics. Geology in press, 
may 2009 (doi 10.1130/G25460A.1). 
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The Fate of Continental Slabs 

 
P. F. Rey, EarthByte Research Group, The University of Sydney, NSW 2006 Sydney, Australia 
C. Teyssier and D. L. Whitney, Dept. of Geology and Geophysics, University of Minnesota, Minneapolis MN 55455 USA 

!

Ellipsis 2D thermo-mechanical numerical experiments can help 
predict the most likely mode by which continental slabs evolve 
under the action of thermal relaxation, partial melting, viscous 

forces, buoyancy forces and gravitational forces. In these 
experiments, we model a single subducting slab to show the first-
order relationships of subduction, partial melting, and exhumation. 
 
Our model is made of visco-plastic material with a temperature 
and stress dependent viscosity for stresses below the yield stress, 
and a depth-dependent plastic branch above the yield stress.  For 
the continental crust and the mantle we use dislocation creep 

parameters of quartz-rich rocks and olivine, respectively. In our 
models, the rheology of crust also involves diffusion creep, as this 
mechanism of deformation becomes important under low 
differential stress, high temperature conditions, and when partial 
melt is present. 
 
In the Ellipsis model, no extension is applied at the boundaries. 
Upward flow of crust is solely controlled by buoyancy and 

rheology. The crustal melt from the slab remains confined to the 
slab and ponds at the Moho, and the overlying crust is extruded 
horizontally into the weak lower crust of the overlying continent 
and displaces the Earth surface upward to form an orogenic 
plateau and the Moho downward to accommodate the influx of 
material into the lower crust. The volume of melt in the slab 
controls the rate of these processes, which can be accomplished 
in < 10 million years when large volumes of melt (> 75%) are 
present in the slab. For lower melt fractions the time-scale for 

buoyancy-driven flow can extend over many tens of million years.  
The combination of melt-driven bulging and lower crustal extrusion 
contributes to the construction of a wide orogen, even in the case 
of a single subduction zone, as shown in the model. 
 
Rocks experience varying amounts of heating relative to 
decompression depending on the maximum depth of 
subduction of the rock and its position in the slab (se figure 

bottom right). Particles at the bottom of the slab experience 
heating; either heating during decompression (followed by a 
near-isotherm phase of decompression) for particles subducted 
to depths > 90km, or near-isobaric heating followed by 
decompression and cooling. Particles at the top of the slab 
(adjacent to the mantle wedge) have complex paths, including 
some paths that involve convection within the partially molten 
region in the continental slab (e.g., the path for the 76 km rock 

near the top of the slab). In the model, the 110 km rock at the 
top of the slab remains entrained in the mantle and stays at high 
temperature without significant decompression. Such a process 
would contribute to mixing of continental and mantle material and 
would influence the geochemical character of the mantle. The 
shallowest rocks that were tracked in the model – i.e. those at 40 km depth – 
are not incorporated into the partially molten region and experience only heating as they 
are extruded into the lower crust of the overriding continent, close to the Moho. 

 
 
Whitney, D.L., Teyssier, C. & Rey, P. A new paradigm for mountain building: lithosphere-scale 
thrusting, melting, and the end of orogeny. Submitted. 
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How far can the plateau lower crust flow?  Ask Ellipsis! 
 
P. F. Rey, EarthByte Research Group, The University of Sydney, NSW 2006 Sydney, Australia 

C. Teyssier and D. L. Whitney, Dept. of Geology and Geophysics, University of Minnesota, Minneapolis MN 55455 USA 

!

Gravitational potential energy stored in an orogenic plateau can be sufficiently strong to deform the surrounding region 

(foreland), hence contributing to both plateau growth and collapse. Gravity-driven channel flow from the plateau lower 
crust into the foreland lower crust, called channel extrusion, has been proposed as a main contributor to the eastward 
growth of the Tibetan plateau, possibly driving the lower crustal channel as far as 1000 km. On the basis of numerical 
modeling using temperature-dependent viscosities and densities, we investigate channel flow extrusion and its impact on 
the stability of orogenic plateau. 
The 400 km wide plateau region is made of a 70 km thick crust, which stands 4500 m above the foreland region for which 
continental crust is 40 km thick. In both the foreland and the plateau, the strong upper crust is made locally weaker by 
introducing a fault-shaped rheological anomaly. Viscous creep is modeled assuming both dislocation creep and diffusion 

creep. The lower crust of the plateau region is partially molten, which makes it more buoyant.  
 
a/ Initial and boundary conditions 

 
 
b/ Fixed boundary collapse:  The velocity in the channel decreases from a few cm to a few mm per year in a few myr, due 
to cooling and crystallization of the channel as it travels through the cooler foreland.  Soon after, the plateau channel 
starts to convect inhibiting further the laminar flow that was driven the plateau lower crust into the foreland.  Under the 
gravitational push from the plateau, extension in the plateau focuses along a normal fault, which controls the exhumation 
of an incipient metamorphic dome.  After 24 myr, the channel has traveled at most 150 km into the foreland. 

             

             
 
c/ In this experiment, the foreland is moving to the left at 2.3 mm per year (strain rate 10

-16
 s

-1
).  It shows that a modest 

boundary-driven extension activates zones of weakness in the plateau region, promoting the development of 
Metamorphic Core Complexes (MCC).  Surface extension in the plateau provides a shortcut to the surface for the weak 

plateau channel, which flows into the growing MCC, inhibiting the channel flow extrusion into the foreland.  Vigorous 
erosion along the plateau margins would have the same inhibiting effect on channel flow extrusion. After 24 myr, the 
channel has traveled at most 75km into the foreland. 
 

 
 
Within the limits of our model, the length scale of the extrusion channel is an order of magnitude less than what has been 
proposed for eastern Tibet (i.e. 100 km rather than 1000 km). Overall, our models cannot account for hundreds of km of 
channel flow extrusion as large magnitude channel flow extrusion is inhibited by any one of the following processes: 

cooling of the extrusion channel; convective motion in the plateau channel; and surface extension in the plateau 
providing a shortcut to the surface for the weak plateau channel. Results point also to a general incompatibility between 
coeval channel flow extrusion and the formation of metamorphic core complexes or aggressive localized erosion. 
 
Rey, P., Teyssier, C. & Whitney, D.L.  How far can the plateau lower crust flow? EGU Vienna, 2009. 
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A comparison between lithospheric scale numerical and analogue models 

J. Sheehan!, B. O'Reilly!, and D. Sokoutis" 

! Dublin Institute for Advanced Studies, Ireland 

" Netherlands Centre for Integrated Solid Earth Sciences, The Netherlands 

 

Both analogue and numerical methods seek to address similar problems, for example, how 

continental lithosphere stretches, deforms and subsides to form sedimentary basins. It is therefore 

reasonable to assume that these methods will generate similar results when applied to an identical 

problem. Some authors have already considered crustal scale comparisons with relative success. Such 

comparisons are especially beneficial for numerical codes, as no analytical solutions exist for 

problems of such complexity.  In lieu of analytic solutions, analogue models can provide, in essence, a 

crude benchmark.  

This study extends the previous crustal scale comparisons to the lithospheric scale, in an 

extensional context, using analogue models performed at the Vrije University Amsterdam and the 

numerical code Gale, which has been made available to researchers by the Computational 

Infrastructure for Geodynamics (CIG). This is an area which presents challenging problems in terms 

of boundary conditions for both methods. As far as possible, measured parameters for the analogue 

models are replicated in the numerical 

models to ensure a valid comparison.  

Results are seen to be broadly 

similar, which provides 

encouragement in the consistency of 

both methods. It can be seen that Gale 

is capable of reproducing the gross 

geometry of the analogue model; 

however the faulting which occurs in 

brittle materials still remains a 

challenge.  

                                                                                                                 
Figure 1 

Figure 1: This is a section through the centre of an extensional, Lithospheric scale, analogue experiment in the 

direction of extension, post run. The labels are: a - quartz covering applied to model after extension to preserve 

surface features; b - brittle crust (feldspar); c - ductile crust (! = 1350 kg/m
3
,   " = 3x10

4
 Pa s); d - brittle 

mantle (quartz); e - ductile mantle (! = 1489 kg/m
3
, " = 9x10

4
 Pa s ); f - the weakened zone in the ductile 

mantle (! = 1364 kg/m
3
, " = 1.9x10

4
 Pa s ). The blue arrow indicates direction of extension ( 2.5 cm/hr).            

   
                         Figure 2a ( with grid )                                                          Figure 2a ( without grid ) 

Figure 2a: Geometry of simulation of analogue model, with the portion contained in the black box 

corresponding to the portion of the analogue model shown in Figure 1. The layers are from top down, brittle 

crust, ductile crust, brittle mantle, ductile mantle and asthenosphere. Physical parameters such as density, 

velocity, and viscosity of the ductile layers are inherited from the analogue model. The brittle layers are 

modelled with Mohr-Coulomb yielding and an artificial viscosity of  5x10
6
 Pa s. The grid resolution is 240x80 

with 30 sample points per grid element.  

 

Figure 2b: Numerical 

models are able to 

display additional 

information such as 

viscosity, which 

regions of the model 

are exceeding the yield value and in this case the second strain rate invariant. 
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3D simulation of landslide failure and incipient runout 

Colin P. Stark, Eunseo Choi, Lamont-Doherty Earth Observatory  

Matteo Convertino, IMAGE Dept., Univ. of Padova  

Landslides are a major environmental hazard and a fundamental process in the erosion of mountain landscapes.  In 

both contexts, a major question is this: when a slope fails, how big will the landslide be?  The question is a 

challenging one to study in the field or model numerically, because landslide volumes span many orders of 

magnitude and frequency, and because the mechanisms that control failure geometry are a matter of hot 

debate.  We are conducting a pilot study to see whether this issue can be addressed through the modeling of large 

ensembles of landslide failures in 3D.  We have chosen to use SNAC (Choi et al., 2008) and its ability to simulate 

the deformation of a heterogeneous Mohr-Coulomb material prone to strain weakening.  

Our aim is to generate ~100 realizations of 

incipient slope failure given stochasticity in 

the governing physical and topographic 

properties.  Of particular interest are: (1) 

complexity in the way in which landslide 

ruptures grow; (2) how strain weakening 

mechanisms and heterogeneity distributions 

affect the structure of deformation; (3) the 

nature of scaling relations between length, 

depth, area and volume.  These results will be 

compared with observations of landslide 

structures, variability and scaling to determine 

the quality of the modeling.  Armed with these 

insights, we will then be able to evaluate the 

practicality and efficacy of a larger project 

(>1000 realizations) to study what controls the 

probability distribution (PDF) of landslide 

volumes. 

Figure: First successful SNAC simulation of landslide failure. Strain rate @ t-75: snapshot. See 

http://geomorph.ldeo.columbia.edu/grg/projects/landslides/snac-experiments/snac-expt-hillslope17 

In terms of testing specific hypotheses, we will be able to discriminate between the idea of Katz & Aharonov (2006) 

that the PDF is a mix of two types of landslide generated in different ways and at two distinct scale ranges, and the 

model of Stark & Guzzetti (2009) that the PDF and its power-law scaling is the result of a single stochastic process 

of rupture propagation. 

In terms of SNAC/CIG code development, at the time of writing we have built a new SNAC plugin called hillSlope 

to handle model domain geometry, material heterogeneity, and simulation tracking.  In addition we have made 

improvements to post-processing tools.  These adaptations are currently undergoing testing on TeraGrid Ranger 

(project# TG-EAR090034). 

References 
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The development of stgMaDDS – the Magma Dynamics Demonstration 
Suite on StGermain 
A collective explorative development effort between CIG & AuScope Simulation & Modelling through VPAC 

Steve Quenette, Dave Lee, Victoria Partnership for Advanced Computing, Australia 
Marc Spiegelman, Columbia University, U.S. 

 
The aim of stgMaDDS was to implement the CIG Magma Migration working group’s series of 
benchmark models [1], “the MAgma Dynamics Demonstration Suite” to assess the feasibility of 
building these into an existing computational framework StGermain currently used for GALE. These 
models were specifically designed to highlight and benchmark the fundamental numerical and 
software challenges in developing the next generation of magma migration codes. In particular, to 
explore the computational issues in developing tightly coupled multi-physics fluid/solid solvers for 
FEM models at the mid-ocean ridge scale. 
 
The effort began with discussions about Stokes and multi-scale and 
multi-physics solvers between Marc Spiegelman and Steve Quenette 
at CMG2006 in Israel. At that time CIG and VPAC were developing 
GALE based on Underworld through the StGermain approach and 
framework. This approach enables a ‘building blocks’ view of the 
complex numerical and physical problem. At the Magma Migration 
working group meeting at Columbia University a piece-wise 

approach was decided based on incrementally solving the steps of 
the benchmark models.  
 
The processes are modelled via a coupling of Stokes flow for the 
solid phase and Darcy's law for the flow of the melt through this 
deforming permeable material. The porosity field is dynamic and 
evolves in time in response to sold advection, compaction and expansion of the solid phase driven 
by fluid pressure and the degree of melting. The rate of asthenospheric melting is currently 
described via a simple productivity function proportional to the rate of decompression which may 
be modified with negligible affect on the rest of the code. More complex thermodynamic coupling, 
requires a larger multi-physics framework. 

 

Development 

VPAC appointed Dave Lee under the direction of Spiegelman, 
Luke Hodkinson and Steve to develop the software. 

Subsequently Dave May become involved as an early test case 
for his block matrix extensions to PETSc. Spiegelman invested 
some time to reformulate the benchmarks to better suit 
numerical models. 
 
The benchmark codes are available, with commentary at 
http://www.geodynamics.org/cig/workinggroups/magma/work

area/benchmark. The activity has been highly beneficial to all parties involved. In particular, once 
implemented and correctness was proven, the emphasis has shifted to the development of 
adequate pre-conditioners. Marc has subsequently pursued methods and environment to explore 
pre-conditioner development. VPAC has subsequently begun developing a PDE level to its high level 
language, enabling much of the MaDDS problem to be described without having to write C or 
StGermain object code. 
 
1. ‘An Introduction and Tutorial to the “McKenzie Equations” for magma migration’, Marc Spiegelman, Richard Katz and Gideon Simpson - 

http://www.geodynamics.org/cig/workinggroups/magma/workarea/benchmark/McKenzieIntroBenchmarks.pdf 

 

Figure 1 – From benchmark 4: 

A collection of 3-D solitary 
porosity waves 

 

 

Figure 2 – From benchmark 5: A 
fully coupled isoviscous McKenzie 
system 
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ArcFlow: Advanced models of fluid flow in subduction zones 

Marc Spiegelman, Columbia Univ., Peter van Keken, U. Michigan, Bradley Hacker, UCSB  

Subduction zones are one of the most critical components of global plate tectonics and mantle 
convection. They control the structure of the plates, are the major downwelling structures of 
mantle convection and control the geochemical cycling and transport between the surface and the 
deep interior. These systems are also perhaps the most difficult and complex geodynamic systems 
to model, requiring flexible multi-physics/multi-scale computations that can explore couplings 
between asthenosphere and lithosphere, brittle deformation, fluid-flow and magmatism.  
Considerable work has developed high-resolution solid flow and thermal models for subduction 
zones, but there has been much less modelling of the flow of hydrous fluids and magmas through 
the slab and wedge. Because many of the critical observations--including the position of volcanoes 
with respect to intermediate depth earthquakes, and variations in arc lava geochemistry--depend 
on the sources and pathways of fluids, considerable questions remain as how to relate these 
observations to the underlying dynamics.  
 
The ArcFlow project is an NSF-MARGINS funded project to develop advanced models for calculating 
and exploring the coupled fluid-solid dynamics of subduction zones, built on modern computational 
libraries (FEniCS, PETSc, Sepran, Perple_X). Key features of these models include the ability to 
reuse existing high-resolution thermal/solid flow models on unstructured grids that can be 
generated for specific arc geometries (van Keken using SEPRAN), together with thermodynamic 
calculations of phase diagrams to calculate the rate and distribution of fluid production in the slab 
(Hacker using Perple_X). Given these inputs, the initial models solve for the explicit flow of fluid 
using the magma-dynamics formulation of McKenzie (1984), implemented in a hybrid Dolfin/PETSc 
code that utilizes automated code generation for coupled non-linear problems (FFC/Dolfin) 
together with PDE-based block-preconditioners (PETSc). The first generation of models address 
where and at what rates fluids are generated in the slab and explore the consequences of physical 
parameters such as permeability and solid rheology for affecting the potential fluid-flow paths 
through the slab and wedge. Initial results suggest that flow paths are sensitive to mantle 
rheology, with the possibility of considerable up-dip slab flow if the slabs are relatively strong. 
Future models will explore the direct coupling of fluid flow and solid flow in the wedge. The new 
FEniCS/PETSc will be made available through CIG and will contribute to the next generation of 
magma dynamics codes. 
 

 

Vp/Vs perturbations observed in 
Nicaragua (TUCAN experment, 
Syracuse et al, G-cubed, 2009), 
showing potential fluid-flow paths 
in the wedge  

 

Left: Solid Flow/Thermal 

calculations for Nicaraugua 
calculated using SEPRAN (van 

Keken) on a high-resolution 
unstructured mesh with non-
linear olivine rheology. Right: 

consistent water saturated 
facies for high-resolution 
submesh calculated using 

PERPLE_X (Hacker) 
 

Evolving porosity field for fluids 

produced produced by slab-
dehydration. Note, two principal 

dehydrating layers, a shallow 
layer that dehydrates rapidly 
supplying fluids to the “cold 

nose” and a deeper, 
serpentinized layer with 
considerable up-dip transport 

before being released into the 
wedge at ~120 km depth to the 

earthquakes. Calculations done 
using hybrid FEniCS/PETSc code 
(Spiegelman) 
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Enhanced Convection and Fast Plumes in the Lower Mantle Induced by 

the Spin Transition in Ferropericlase 
 

Dan J. Bower, Michael Gurnis, and Jennifer M. Jackson 

Seismological Laboratory, California Institute of Technology, Pasadena, CA 91125, USA 
 

Wolfgang Sturhahn 

Advanced Photon Source, Argonne National Laboratory, Lemont, Illinois 60439, USA 

 

We modify CitcomS 3.0 (obtained from CIG) to include the intrinsic density change that 

occurs from high to low-spin Ferropericlase around 50 GPa [Sturhahn et. al., 2005].  This 

generates buoyancy similar to a discrete phase change.  However, in pressure-

temperature space the spin transition occurs over an extended pressure range for warmer 

material (Figure 1).  The temperature broadening effect distributes spin-buoyancy over a 

large pressure range for warm plumes and a tight pressure range for cold slabs.  In the 

deep mantle, spin-buoyancy works with thermal buoyancy and convection is enhanced 

for both upwellings and downwellings.  In the shallow lower mantle spin-buoyancy 

mildly hinders convection. 

 

Figure 1. (a) Spin-state 

from simulation based on 

Sturhahn et. al. (2005) 

spin model.  Purple line is 

warm geotherm, green line 

is cold.   (b)  Geotherms 

with Sturhahn et. al. 

(2005) spin-state model.  

Black dashed line is 

horizontal average. 

 

Although the additional buoyancy does not fundamentally alter the large-scale dynamics, 

the Nusselt number increases by 5-10%, and vertical velocities by 20-45% in the lower 

mantle.  Advective heat transport is more effective and temperatures in the core-mantle 

boundary region are reduced by up to 10%. 

 

The spin transition, in addition to the Pv-pPv phase change, is a destabilizing mechanism 

that will further work against the stability of lowermost mantle structures.  Furthermore, 

it provides additional buoyancy to small-scale hot plumes, such as those that possibly 

emanate from the edges of large low velocity structures. 

 

References 
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the lower mantle induced by the spin transition in Ferropericlase, Geophys. Res. Lett., submitted. 
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Synthetic tomography of plume clusters and thermochemical piles 

 
Abigail L. Bull and Allen K. McNamara, Arizona State University 

Jeroen Ritsema, University of Michigan 

!

Seismic tomography elucidates broad, low shear-wave velocity structures in the lower mantle beneath Africa and the 

central Pacific with uncertain physical and compositional origins. One hypothesis suggests that these anomalies are 

caused by relatively hot and intrinsically dense material that has been swept into large thermochemical piles by 

mantle flow. An alternative hypothesis suggests that they are instead poorly imaged clusters of narrow thermal 

plumes. Geodynamical calculations predict fundamentally different characters of the temperature fields of plume 

clusters and thermochemical piles. However the heterogeneous resolution of tomographic models makes direct 

comparison between geodynamical temperature fields and tomographic shear-wave anomalies tenuous at best. Here, 

we compute synthetic tomographic images from 3D spherical mantle convection models using CitcomS, and 

evaluate how well thermal plumes and thermochemical piles can be reconciled with actual seismic tomography 

images. Geodynamical temperature fields are converted to shear-wave velocity using experimental and theoretical 

mineral physics constraints. The resultant shear-wave velocity fields are subsequently convolved with the resolution 

operator from seismic model S20RTS to mimic the damping and distortion associated with heterogeneous seismic 

sampling of the mantle. We demonstrate that plume clusters are tomographically blurred into two broad, antipodal 

velocity anomalies in agreement with S20RTS and other global seismic models. Large, thermochemical piles are 

weakly distorted by the tomographic filter. The power spectrum of velocity heterogeneity peaks at spherical 

harmonic degree 3, unlike the degree-2 maximum in S20RTS, but decays rapidly similar to S20RTS and many other 

seismic models. Predicted tomography from thermochemical pile and plume cluster models correlate equally well 

with S20RTS given the uncertainties in the numerical modeling parameters. However, thermochemical piles match 

tomography better in visual comparison and in the overall character of the harmonic spectrum. 

 

 
Reference 

Bull, A.L., A.K. McNamara, and J. Ritsema, Synthetic tomography of Plume Clusters and 

Thermochemical Piles, Earth and Planetary Science Letters, 278, 152-162, 2009. 
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 Global Mantle Flow and the Development of Seismic Anisotropy 

Clinton P. Conrad (Univ. Hawaii) & Mark D. Behn (Woods Hole Oceanographic Inst.) 

Viscous shear in the asthenosphere accommodates relative motion between Earth’s surface plates and underly-

ing mantle, generating lattice-preferred orientation (LPO) in olivine aggregates and a seismically anisotropic 

fabric. Because this fabric develops with the evolving mantle flow field, observations of seismic anisotropy can 

constrain asthenospheric flow patterns if 

the contribution of fossil lithospheric 

anisotropy is small. We use global vis-

cous mantle flow models (developed us-

ing the CIG-supported CitcomS spherical 

convection code) to characterize the rela-

tionship between asthenospheric defor-

mation and LPO, and compare the pre-

dicted pattern of anisotropy to a global 

compilation of observed shear-wave 

splitting measurements. For astheno-

sphere >500 km from plate boundaries, 

simple shear rotates the LPO toward the 

infinite strain axis (ISA, the LPO after 

infinite deformation) faster than the ISA 

changes along flow lines. Thus, we ex-

pect the ISA to approximate LPO 

throughout most of the asthenosphere, 

greatly simplifying LPO predictions be-

cause strain integration along flow lines 

is unnecessary. Approximating LPO with 

the ISA and assuming A-type fabric (oli-

vine a-axis parallel to ISA), we find that 

mantle flow driven by both plate motions 

and mantle density heterogeneity suc-

cessfully predicts oceanic anisotropy 

(avg. misfit = 13º). Continental anisot-

ropy is less well fit (avg. misfit = 41º), 

but lateral variations in lithospheric 

thickness improve the fit in some conti-

nental areas. This suggests that astheno-

spheric anisotropy contributes to shear-

wave splitting for both continents and 

oceans, but is overlain by a stronger 

layer of lithospheric anisotropy for 

continents. The contribution of the 

oceanic lithosphere is likely smaller 

because it is thinner, younger and less 

deformed than its continental counter-

part.  

Note: our code for estimating ISA and ! is available: 

http://www.soest.hawaii.edu/GG/FACULTY/conrad/mantleflow/mantleflow.html 

Reference 

Conrad, C.P., M.D. Behn, and P.G. Silver, Global mantle flow and the development of seismic anisotropy: 

Differences between the oceanic and continental upper mantle, Journal of Geophysical Research, 112, 

B07317, doi:10.1029/2006JB004608, 2007. 

Figure 1. Map (a) and cross sections (b-d) of anisotropic fabric in the upper 
mantle, as  predicted by the infinite strain axis (ISA, bars), which we 
computed using a global mantle flow model (CitcomS). Colors show the 
grain orientation lag parameter (!), which compares the rate of LPO 

rotation away form the ISA direction to the rate of ISA formation. Wherever 

!<0.5, the ISA is a good approximation for LPO. This is true throughout 

most of asthenosphere, greatly simplifying the estimation of anisotropic 

fabric from a mantle flow model.  
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 Influence of Dynamic Topography on Sea Level and its Rate of Change 

Clinton P. Conrad (University of Hawaii at Manoa, Honolulu, Hawaii) 
Laurent Husson (Université Rennes 1, CNRS, Rennes, France) 

 

Mantle flow likely supports up to 2 km of long-wavelength topographic relief over the Earth’s surface. 
Although the average of this dynamic support must be zero, a net deflection of the ocean basins can 
change their volume and induce sea level change. By calculating dynamic topography and the geoid (in-
cluding self-gravitation effects) using a time-dependent global mantle flow model (the CIG-supported 
spherical convection code 
CitcomS), we find that 
continents preferentially 
conceal depressed topogra-
phy associated with mantle 
downwelling (background 
field, Fig. 1E), leading to net 
seafloor uplift and ~90±20 m 

of positive sea level offset. 
Upwelling mantle flow is 
currently amplifying positive 
dynamic topography and 
causing up to 1.0 m/Myr of 
sea level rise, depending on 
mantle viscosity (Figs. 1A & 
1C). Continental motions 
across dynamic topography 
gradients also affect sea 
level, but uncertainty over 
the plate motion reference 
frame permits sea level rise 
or fall by ±0.3 m/Myr, de-

pending on net lithosphere 
rotation (Figs. 1E & 1F). 
During a complete Wilson 
cycle, sea level should fall 
during supercontinent stabil-
ity and rise during periods of 
dispersal as mantle flow 
pushes continents down dy-
namic topography gradients 
towards mantle downwel-
lings. We estimate that up to 
~1 m/Myr of sea level rise 
may have occurred during 
the most recent continental 
dispersal. Because this rate 
is comparable in magnitude 
to other primary sea level 
change mechanisms, dy-
namic offset of sea level by 
mantle flow should be considered a potentially significant contributor to long-term sea level change. 

 

Reference 

Conrad, C.P., and L. Husson, Influence of dynamic topography on sea level and its rate of change, 
Lithosphere, in press, 2009. 

Figure 1. Rate of change of present-day dynamic topography determined from 

time-dependent mantle flow models driven by (A) negative and (B) positive 

density anomalies in upper mantle, and (D) negative and (E) positive density 

anomalies in the lower mantle. Thus, parts (B) and (D) show the time-

dependence of topography associated with active upwelling flow, while (B) and 

(D) are driven by downwelling flow. Sea level change is also caused by 

continental motions over the full dynamic topography field, as shown here for 

plate motions in the (E) no-net-rotation (NNR) and (F) HS3 reference frames. 
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 Influence of Continental Roots and Asthenosphere on Plate-Mantle Coupling 

 

Clinton P. Conrad, University of Hawaii at Manoa 

Carolina Lithgow-Bertelloni, University College London 

 

The shear tractions that mantle flow exerts on the base of Earth's lithosphere contribute to plate-

driving forces and lithospheric stresses. We investigate the sensitivity of these tractions to sub-

lithospheric viscosity variations by comparing shear tractions computed from a mantle flow 

model featuring laterally-varying lithosphere and asthenosphere viscosity with those from a 

model with layered viscosity. Lateral viscosity variations generally do not change the direction 

of shear tractions, but deeply penetrating continental roots increase traction magnitudes by a 

factor of 2-5 compared to 100 km thick lithosphere. A low-viscosity asthenosphere decreases 

traction magnitudes by a smaller amount, and is important only if >100 km thick. Increased 

plate-mantle coupling beneath thick continental lithosphere may increase plate-driving forces, 

surface deformation, and mantle-derived lithospheric stresses in these regions. By contrast, a 

low-viscosity asthenosphere does not decouple the lithosphere from mantle flow, highlighting 

the geological importance of mantle tractions on the lithosphere. 

 

 

 

Reference 

Conrad, C.P., and C. Lithgow-Bertelloni, Influence of continental roots and asthenosphere on plate-

mantle coupling, Geophysical Research Letters, 33, L05312, doi:10.1029/2005GL025621, 2007. 

Figure 1. Shear tractions that mantle flow exerts on the base of the lithosphere, as computed using 

the CIG-supported spherical finite element code CitcomS. Shown are basal shear tractions for (a) a 

layered viscosity structure and (b) a viscosity structure that includes lateral variations in viscosity 

associated with lithospheric thickness variations (e.g., deeply-penetrating cratonic roots and thin 

lithosphere near oceanic ridges). Arrow directions and colors show shear traction azimuths and 

magnitudes, respectively. We found [Conrad & Lithgow-Bertelloni, 2006] that the magnitude of ba-

sal tractions is magnified beneath thick cratons by a factor of up to ~4, but the directions of these 

tractions are unaffected by the presence of cratons. The magnitude of these tractions, and their am-

plification beneath cratons, is important because the tractions are a primary driver of plate motions 

and can cause significant plate deformation at the surface. 
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History of the Australian region since the Cretaceous: Assimilating plate tectonic data into a 
regionallyglobally coupled geodynamic model 
 
Lydia DiCaprioa,b, Michael Gurnisb, R. Dietmar Müllera, E. Tanc (a School of Geosciences, The University of Sydney, 
NSW 2006, Australia;b Seismological Laboratory, California Institute of Technology, Pasadena, CA 91125; c CIG, California 
Institute of Technology, Pasadena, CA 91125) 

 
Australia  experienced  first  order,  broad‐scale  vertical motions  since  the  Cretaceous  that were  likely 
related to the horizontal motion of the continent over slabs (DiCaprio, et al., 2009).  To more closely link 
the geological evolution of the continent over the mantle, we developed a new method based on a plate 
tectonic system and a model of mantle convection. First, we assimilated realistic boundary conditions: 
Plate  kinematics,  the  evolving  ages  of  oceanic  plates,  the  lithospheric  structure  of  continents,  low 
viscosity within mantle wedges, and large‐scale geochemical domains. Second, to provide the requisite 
high resolutions needed for the previous data sets, we used high‐resolution regional models that were 
coupled into a low‐resolution global model using framework‐based CitcomS solvers (Tan, et al., 2006). 
We investigated the passage of subducted material beneath the South West Pacific since 140 Ma. These 
multi‐scale resolution models use the deformation field of the global model as the boundary condition 
on the embedded solver which provides more natural boundary conditions on the regional solver than 
reflecting or periodic boundary conditions. We constrain the layered viscosity and initial conditions of 
the model to match geologic observations of dynamic topography (DiCaprio, et al., 2009) and seismic 
tomography.  Our  preferred  model  reproduces  the  expected  tilt  of  the  Australian  continent  as  it 
approaches  the  subduction  realm  in  South  East  Asia.  The  passage  of  the  slab  satisfies  geological 
observations and predicts patterns of  inundation and uplift across  the Australian continent  from 140 
Ma to present.   
 
We use the finite element package CitcomS Version 2.2, with coupled solvers, particle tracers and global 
mantle flow available from the Computational Infrastructure for Geodynamics (CIG). 

 

 
 

Figure 1: The assimilation of data into multiscale geodynamic models includes lithospheric age (colored background), plate 
velocity (vectors) and an initial subducting slab (inset) with a low viscosity mantle wedge (dark blue) and buoyant continents.   
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Generation of Plate Tectonics and Mantle Heterogeneity from a Spherical, Visco-plastic 

Convection Model  

Bradford J. Foley and Thorsten W. Becker  

Department of Earth Sciences, University of Southern California, Los Angeles, CA  

 

How plate tectonics arises from mantle convection is a question that has only very 

recently become feasible to address with spherical, visco-plastic computations.  We used 

CitcomS to compute convection simulations with temperature-dependent viscosity, a plastic yield 

stress, and varying heating modes.  This rheology has been shown to be effective in producing 

some key features of plate tectonics in 3-D Cartesian geometry: a rigid surface forms, with 

deformation localized in narrow zones; downwellings are sheetlike; and surface motions are 

coherent and uniform across ‘plates.’  We explore the Rayleigh number (Ra) - yield stress (!y) 

phase space, and the effects of depth-dependent !y, bottom heating, and a low viscosity 

asthenosphere.   

 
Figure: Images of the surface viscosity field, with velocity vectors (left), cold isosurface showing 

downwellings (center), and a temperature power spectrum (right) showing a strong degree two 

signature.  

 

We find that visco-plastic convection in spherical geometry produces these same, plate-

like features.  Additionally, the convective planform and toroidal-poloidal velocity field ratio 

(TPR) are affected by near-surface viscosity variations.  Toroidal motion is important in the 

Earth, comprising approximately half of the surface velocity field.  We found that models that 

maximize lateral viscosity contrasts (i.e. have a strong surface and numerous weak zones).  We 

observe TPR values near 0.5 for models with high Ra.  Cartesian models tend to form very long 

wavelength convective planforms.  Our models favor spherical harmonic degree one convection 

though models with a weaker surface viscosity form degree two patterns and reproduce 

tomographically observed power spectra.  Furthermore, the depth-dependent !y causes 

convection to favor a degree two pattern.  So for appropriate parameter ranges, these models 

approximately reproduce observations of Earth’s convective wavelength and toroidal-poloidal 

velocity field partitioning.   

An asthenospheric viscosity reduction improves plate-like nature, as expected. Bottom 

heating produces strong plumes that tend to destroy plates at the surface, implying that 

significant internal heating may be required, both to reduce the role of active upwellings and to 

form a low viscosity zone beneath the upper boundary layer. 
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Implications of lower mantle structural heterogeneity for existence and 

nature of whole mantle plumes 
 

Ed Garnero and Allen McNamara, Arizona State University 

Thorne Lay, University of California, Santa Cruz 

 

Recent seismological studies demonstrate the presence of strong deep mantle elastic 

heterogeneity and anisotropy, consistent with vigorous convection in an environment 

having chemical anomalies, phase changes, and partially molten material. The 

implications for deep mantle plume genesis are discussed in the light of the diverse 

seismological findings. Nearly antipodal large low shear velocity provinces (LLSVPs) 

beneath the Pacific Ocean and Africa are circumscribed by regions of subduction, 

suggestive of whole mantle circulation. The LLSVPs have sharp boundaries, low Vs/Vp 

ratios, and high density; thus, they appear to be chemically distinct structures. Elevated 

temperature in LLSVPs may result in partial melting, possibly accounting for the 

presence of ultra-low velocity zones detected at the base of some regions of LLSVPs. 

Patterns in deep mantle fast shear wave polarization directions within the LLSVP beneath 

the Pacific are consistent with strong lateral gradients in flow direction. The thermal 

boundary layer at the base of the mantle is a likely location for thermal instabilities that 

form plumes, but geodynamical studies show that the distribution of upwellings is 

affected when piles of dense chemical heterogeneities are present. The location of 

lowermost mantle plume upwellings is predicted to be near the boundaries of the large 

thermochemical complexes comprising LLSVPs. These observations suggest that any 

whole mantle plumes are likely to be preferentially generated in regions of distinct 

mantle chemistry, with non-uniform spatial distribution. This plausibly accounts for some 

attributes of major hot-spot volcanism. 

 

 
A cross-section of a the temperature field of a thermochemical pile, modeled using CitcomS, beneath 

the Pacific Ocean. Convective motions are indicated by the arrows. The hottest zones may invoke 

partial melt of LLSVP material, either at the CMB (denoted as ULVZ in the figure), or in some 

isolated locations further up within the LLSVP. 
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2007. 
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Effect of lateral viscosity variations on mantle flow and

the geoid

Attreyee Ghosh, Thorsten Becker
Department of Earth Sciences, University of Southern California, Los Angeles
Shijie Zhong
Department of Physics, University of Colorado, Boulder

We address the long-standing question of how lateral viscosity variations in the mantle
such as due to presence of stiff slabs, affect the geoid. The long wavelength geoid is
sensitive to the radial viscosity distribution within the Earth and an increase in viscosity,
usually placed at the upper-lower mantle boundary at 660 km, is required to explain
the long wavelength geoid. However, effects of lateral viscosity variations (LVVs) on the
geoid are still not clearly understood. We are motivated by the findings of Zhong &
Davies (1999) who found that introducing stiff slabs in the lower mantle degrades the
fit to the Earth’s long wavelength geoid compared to a model with only radial viscosity
variations. This would indicate that slabs in the lower mantle are of the same strength as
the ambient mantle, which is somewhat contrary to expectations. Moucha et al. (2007),
however, recently argued that lateral viscosity variations inferred from seismic tomography
have a minor effect on the geoid. We re-investigate the problem by computing the geoid
in the presence of rheological complexity using the high resolution finite element mantle
convection code, CitcomS. We use different models of slab and density anomalies in the
mantle, and vary slab strength, temperature-dependent viscosity, and background layer
viscosity profiles in a consistent way. We test different slab viscosities and compute the
correlation with the observed geoid, striving to test which description of slab dynamics,
and mantle rheology, is consistent with observations. As seen in previous studies, we find
that presence of LVVs worsen the fit to the observed geoid for slab models, whereas the
geoid from tomography models are robust to the changes in LVV. We attribute this effect
to the differences in the two types of density models and the sensitivity of the geoid on
those differences.
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Figure 1. Predicted geoid from slab model (left) and tomography model (right) with strong LVVs.

References: A. Ghosh, T. W. Becker, S. Zhong (2008), Effect of lateral viscosity variations
on mantle flow and the geoid, EOS Trans. AGU, 89(53), Fall Meet. Suppl.

R. Moucha, A. Forte, J. Mitrovica, A. Daradich (2007), Lateral variations in mantle rheology:
implications for convection related surface observables and inferred viscosity models, Geophys. J.
Int., 169, 113-135.

S. Zhong, G. Davies (1999), Effects of plate and slab viscosities on the geoid, Earth and Planet.
Sci. Lett., 170, 487-496.
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Three-dimensional mantle convection simulations with a low-viscosity 

asthenosphere 
 

Tobias Höink and Adrian Lenardic 
Department of Earth Science, Rice University, Houston, Texas, USA 

 

We have used CitcomCU to perform three-dimensional, mixed heating mantle convection 

simulations with a thin low- viscosity channel for a range of aspect ratios to test whether 

a thin, submerged low-viscosity channel, an analog to the asthenosphere, (1) allows for 

flow channelization, (2) decreases lateral dissipation and (3) enables long wavelength 

convection (Höink and Lenardic, GRL 2008).  

 

 

 

 

 

 

Figure 

Temperature isosurfaces. Note the elongated convection cell with a broad upwelling on 

the left, a thin downwelling on the right. Thermal instabilities arising form the base are 

unable to disrupt the large scale flow.   

 

For reasonable viscosity contrasts between lithosphere, asthenosphere and bulk mantle 

we find that very large aspect ratios can develop.  Velocity profiles quantify the degree of 

channelization for various aspect ratios. Internal temperatures are found to decrease with 

aspect ratio and both surface heat flux and velocity are found to increase with aspect 

ratio. Our results are consistent with the idea that the asthenosphere channels lateral 

mantle flow which, in turn, stabilizes long wavelength convection cells and makes long 

wavelength flow energetically favorable. 

 

The extension of this work to larger wavelengths (we find stable convection cells up to 

aspect ratio 32) shows that mantle flow in the lithosphere-asthenosphere region is a 

Poiseuille-Couette flow, suggesting that velocity amplitudes in the asthenosphere can 

exceed surface velocities (Höink and Lenardic, in prep).  Our simulations predict 

preferentially localized fabric development and seismic anisotropy, and they suggest that 

a strong pressure driven flow can exist in the asthenosphere independent of mantle 

plumes. The regime crossover depends on the relative thicknesses of compositional and 

thermal boundary layers. Additional simulations with temperature- and yield-stress 

dependent viscosity show consistent behavior and further suggest that the regime 

crossover is also associated with a change between regimes with relative large versus 

small energy dissipation at plate margins. 
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Recent tomographic images beneath Central 

Mexico revealed a perfectly flat slab segment 

extending several hundreds of km inland [Perez-

Campos et al., 2008]. Also, the flat slab in not in 

direct contact with the overlying crust, and a low 

velocity layer decouples the two plates. Here we 

present a 3D geodynamic model tailored to 

realistic paleoreconstruction back to 35 Ma. Using 

a tracer technique described in details by Manea 

and Gurnis [2007], the models incorporate a low 

viscosity wedge and channel down to 300 km. 

Time-dependent dynamic models are solved using 

the finite element package CitcomS from CIG. The 

computations are performed within a spherical 

domain (r=1300 km, != 57°, "=57°). The position 

of plate boundaries is imposed and set using the G-

Plates software. The modeling results show that 

the subduction system in Central Mexico entered 

into flat slab regime at ~15 Ma. Later, at ~10 Ma, 

the slab started to break off and by ~5 Ma is 

completely detached.  In Central Mexico the 

propagation of slab detachment is expressed by a 

short (2–3 m.y.), eastward-migrating pulse of 

mafic volcanism that took place from ca. 11.5 to 

ca. 5 Ma to the North of the present Trans- 

Mexican Volcanic Belt [Ferrari, 2004]. The onset 

of flat slab (from volcanic rock dating, Ferrari et 

al., 1999) took place 17-12 Ma. Our models 

predict both, the onset of flat slab around 15 Ma 

and the slab detachment at ~10 Ma.  

Figure. Temperature evolution and the onset of flat slab (~15 Ma) and slab detachment (~10 

Ma) in Central Mexico. 
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Body Tides of a Convecting, Laterally Hetergenerous, and Aspherical Earth 
Laurent Métivier (Institut Géographique National, Paris, France)  
Clinton P. Conrad (University of Hawaii at Manoa, Honolulu, Hawaii)  
 

Precise knowledge of Earth's body tides is crucial for correcting geodetic positioning measurements, satellite 
gravity surveys, and superconducting gravimeters with nanogal (nGal) precision. With this aim, body tides are 
generally computed assuming a radially (or elliptically) stratified Earth. However, seismic tomography surveys and 
fluid dynamic studies show that thermal convection within Earth's mantle produces significant lateral heterogeneity 
exemplified by superplumes, superswells, and subducting slabs. To determine the influence of this heterogeneity on 
body tides, we used a tomographic model to constrain lateral variations in mantle density and rigidity. This 
heterogeneity drives convective flow 
that deflects Earth's surface and core-
mantle boundaries by a few 
kilometers; we used a viscous flow 
model (the CIG-supported spherical 
convection code CitomS) to constrain 
this dynamically supported asphericity. 
After verifying this complete Earth 
model using geoid observations, we 
used the spectral element method to 
determine how Earth's body tides are 
perturbed compared to a spherical 
Earth. We find maximum radial 
perturbations of surface and geoid 
displacements of 0.3 and 0.1 mm, 
respectively, and tidal gravity 
variations of 150 nGal. The amplitude 
of tidal gravity perturbations depends 
strongly on location and is greatest 
above large mantle density anomalies: 
e.g., large dense slabs (South America, 
Indonesia, Marianas), hot spots 
(Hawaii, Iceland), and the East African 
Rift. Predicted gravity perturbations 
are 100 times larger than the present 
precision of superconducting 
gravimeters and are comparable in 
magnitude to the unexplained residue 
observed at some gravimeter stations 
after tidal corrections. While this 
residue has been attributed to 
unmodeled loading from ocean tides, 
body tide perturbations caused by 
convection-induced mantle 
heterogeneity may contribute to this 
observed residue. 
 
Reference 
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Geophys. Res., 113, B11405, doi:10.1029/2007JB005448. 

Figure 1. a) Surface displacements, (b) geoid displacements, and (c) gravity 
variations induced by the tide-generating potential on a given date or integrated 
over time. Left: Maps of the tidal responses for the PREM Earth model, on 23 
November 2007 at 1800 UTC. Middle: Maps of additional tidal perturbations 
(on the same date) that are due to lateral heterogeneities in the mantle and to 
topographies on the surface and on the CMB, as calculated using the CIG-
supported CitcomS code. Right: Maps of the mean integration of the 
perturbations over 1 year. 
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Giant impacts on early Mars and the cessation of the Martian dynamo

James H. Roberts , Robert J. Lillis , Michael Manga

Johns Hopkins University Applied Physics Laboratory, University of California, Berkeley

Although Mars currently has no global dynamo-driven magnetic field, widespread crustal magnetiza-

tion provides strong evidence that such a field existed in the past. The absence of magnetization in the

younger large Noachian basins suggest that a dynamo operated early in Martian history, but stopped in the

mid-Noachian. Within a 100 Ma period, 15 giant impacts occurred coincident with the disappearance of the

global magnetic field.

Here we investigate a possible causal link between the giant impacts during the early and mid-Noachian

and the cessation of the Martian dynamo at about the same time. We developed three-dimensional spherical

mantle convection models including internal heating from giant impacts by modifying CitcomS version

3.0.2, obtained from the Computational Infrastructure for Geodynamics (CIG). We find that impact heating

associated with the largest basins (diameters 2500 km) can cause the global heat flow at the core-mantle

boundary to decrease significantly (10-40%; see Fig. 1). We suggest that such a reduction in core heat flow

may have led to the cessation of the Martian dynamo.

Figure 1: Total global heat flow at the surface (a-b) and CMB (c-d) vs. time for cases 1-4 with

(a,c) and cases 5-8 with (b,d). Each impact causes a strong perturbation to the

surface heat flow. Relatively little heat is deposited at large depths. Only impactors forming basins 2500

km in diameter cause a significant drop in the CMB heat flux, but these drops can be large ( 10 - 40%).

Reference: Roberts, J. H., R. J. Lillis, and M. Manga (2009), Giant impacts on early Mars and the cessation

of the Martian dynamo, J. Geophys. Res., doi:10.1029/2008JE003287, in press.
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North America regional sea level since the Late Cretaceous from adjoint 

convection models 
 
Sonja Spasojevi!, Lijun Liu, and Michael Gurnis 

Seismological Laboratory, California Institute of Technology, Pasadena, CA 91125 

 

We apply adjoint models of mantle convection to North America since the Late Cretaceous. 

The present-day mantle structure is constrained by seismic tomography, and the time-dependent 

evolution by plate motions and stratigraphic data (paleo shorelines, borehole tectonic subsidence 

and sediment isopachs). We use adjoint algorithm of Liu and Gurnis [2008] that was developed 

by modifying Version 2.0 of CitcomS that we obtained from CIG. 

 
 

The dynamic topography low associated with 

subduction of the Farallon slab is localized in the 

western North America over Late Cretaceous 

[Spasojevic et al., 2009], representing the primary 

factor controlling the widespread flooding observed in 

the Western Interior Seaway (Fig. 1), with eustasy 

playing a secondary role. As North America moves 

westward over the Farallon slab downwelling, the 

dynamic topography low sweeps eastward across the 

continent, contributing to subsequent uplift of the 

western US, tilting the interior of North America, and 

dynamic subsidence of the US east coast during the 

Cenozoic [Spasojevi! et al., 2008]. The east coast of 

the United States is not stable, it has been 

experiencing continuous dynamic subsidence over the 

Cenozoic, coincident with overall eustatic fall, which 

explain the discrepancy between sea level derived for 

New Jersey coastal plain and global sea-level curves.  

 

Imposed stratigraphic constraints require that the 

Farallon slab was flat during Late Cretaceous, with an 

extensive zone of shallow dipping subduction 

extending farther east and north by up to 1000 km 

than previously suggested. 

 

 
Figure 1. Comparison between observed and 

predicted flooding [Spasojevic et al., 2009] 
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Inference of mantle properties with an evolving dynamic model of the 

Antarctica-New Zealand region 
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Rupert Sutherland, GNS Science, Lower Hutt, New Zealand 

 

We develop time-dependent mantle convection models of the Antarctica (ANT)-New 

Zealand (NZ) region constrained by plate motions from 80 Ma to present using global 

CitcomS Version 3.0. With a convection model, we interprete anomalous NZ-ANT 

geophysical observations [Sutherland et al., 2009]: (1) ANT margin being 0.5-1.0 km 

shallower than the conjugate Campbell plateau; (2) Ross sea region geoid low (-60 m); (3) 

slow S-wave velocities in the upper and mid mantle and fast S-wave velocities in the lower 

mantle; (4) Campbell plateau 500-1000 m excess tectonic subsidence. 
 

Present day geoid and dynamic topography can be reproduced in a mantle convection 

model in which an upwelling rises above a cold downwelling, attributed to the last stage of 

the Gondwanaland subduction [Spasojevic et al., 2009]. The mantle upwelling creates a 

dynamic topography high with maximum amplitude of 1 km, and results in a large present-

day geoid low (Fig. 1). Our preferred model has a strong gradient in mantle viscosities with 

ratio of lower:upper mantle viscosities of 100:1 and with respect to an absolute viscosity of 

10
21

 Pa s (Fig. 2). The excess subsidence of the Campbell plateau occurs as a result of 

northward drift of NZ away from a long-lived dynamic topography high created by the mantle 

upwelling.  

 
Figure 1. Comparison between observed (A) and 

predicted geoid at 0 Ma.   

 

Figure 2. Constraining mantle viscosity (Pa s) and 

initial upwelling depth based using dynamic 

topography (A), geoid (B), borehole subsidence (C) 

and seismic tomography (D) as constraints. Red 

outlines indicate predictions that match observations. 
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The convection planform of a dense chemical layer with higher 

bulk modulus 
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The two Large Low Velocity Provinces (LLVPs) in the base of lower mantle are the 

prominent features in all shear wave tomographic models. Their shear wave speed anomaly 

and bulk sound speed anomaly are anti-correlated. They form a degree-2 pattern, and their 

margins spatially coincide with the reconstruction of the eruption sites of Large Igneous 

Provinces of past 250 Myrs. This suggests that the LLVPs are not short-term transient, but 

long-term stable, chemical structures. Moreover, it appears that the LLVPs did not 

significantly shift around laterally over the past 250 Myrs. 

The stability of dense chemical structures at the base of the mantle has been well studied. 

These studies concentrate on the vertical movement of the chemical structures. However, in 

this project, we will investigate the lateral movement of the chemical structures. We use 

CIG’s CitcomS v3.0.3 with two modifications: a) the mesh is adjusted so that when tracer 

module is used, the mesh still can be partitioned in azimuthal direction; b) the chemical 

density anomaly is allowed to change radially to simulate the effect of the bulk modulus 

anomaly. 

We found that with reasonable values of 

bulk modulus and chemical density 

anomalies, the chemical structures are 

dome-like and survive for hundreds of 

million years. Warm upwellings rise from 

the top and margins of the structures, while 

cold downwellings occur near the perimeter 

of the structures or where the structures are 

absent. The structures have a degree-2 

pattern in most models, and degree-3 in a 

few models. This is likely controlled by the 

initial conditions. Nonetheless, the 

convection planform is always stable, in a 

sense that the location of upwellings and 

downwellings do not change much with 

time.  

  

Figure (right) shows the chemical structures (purple) and the cold downwellings (cyan) in the 

lower mantle. The chemical structures stay roughly at the same location until gradually 

entrained. 

 

Reference: Tan, E., W. Leng, S. Zhong, and M. Gurnis, The convection planform of a dense 

chemical layer with higher bulk modulus, in preparation. 
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Migration of Tharsis volcanism on Mars caused by differential rotation of the 

lithosphere 
 

S.J. Zhong 
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The Tharsis Rise and crustal dichotomy are the two most important surface features on Mars. 

The crustal dichotomy is characterized by ~5 km elevation difference between the southern 

highlands and northern lowlands, and is the oldest geological feature on Mars. The Tharsis Rise 

is a vast volcanic construct in the equatorial region near the dichotomy boundary. Tharsis 

volcanism was initiated in the southern highlands and the main volcanic center had subsequently 

migrated to its current location, suggesting a relative motion between the lithosphere and the 

underlying mantle. However, Mars, an one-plate planet, cannot have large-scale horizontal 

motion of lithosphere, in the standard theory of stagnant-lid convection for one-plate planets. 

Here I demonstrate that a unique mode of horizontal motion of lithosphere, differential rotation 

of lithosphere, is readily excited for Mars with an one-plume convection and lithospheric 

thickness variations. This mechanism explains the temporal and spatial patterns of Tharsis 

volcanisms and offers a path to a unified model for the Tharsis Rise and crustal dichotomy. This 

mechanism has implications for volcanisms, tectonics, and true polar wander (TPW) for one-

plate planetary bodies. CitcomS is used for this project. 

 
 

 

Figure: (a) Convection at an early stage before degree-1 convection is formed (the light blue 

isosurface represents a high viscosity melt residue cap), (b) one-plume structure forms under the 

cap, and (c) the lithospheric shell rotates above the one-plume structure such that the plume is 

finally stabilized near the cap boundary.  
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Constraints on thermochemical convection of the mantle from plume heat flux, 

plume excess temperature and upper mantle temperature 
 

S.J. Zhong and W. Leng 

University of Colorado, Boulder 

 

This study seeks to constrain the layered mantle model from observed plume excess 

temperature, plume heat flux, and upper mantle temperature. 3-D spherical models of whole-

mantle and layered mantle convection are computed for different Rayleigh number, internal heat 

generation, buoyancy number, and bottom layer thickness for layered mantle models. The model 

results show that these observations are controlled by internal heating rate in the layer overlying 

the thermal boundary layer from which mantle plumes are originated. To reproduce the 

observations, internal heating rate needs ~65% for whole-mantle convection, but for layered 

mantle models, the internal heating rate for the top layer is ~60% for averaged bottom layer 

thicknesses <~1100 km. The heat flux at the core-mantle boundary (CMB) is constrained to be 

~12.6 TW for whole-mantle convection. For layered mantle, an upper bound on the CMB heat 

flux is ~14.4 TW. For mantle secular cooling rate of ~80 K/Ga, the current study suggests that 

the top layer of a layered mantle is relatively thick (>2520 km) and has radiogenic heat 

generation rate >2.82x10
-12

 W/kg that is >3 times of that for the depleted mantle source for 

MORB (DMM). For the top layer to have the radiogenic heat generation of the DMM, mantle 

secular cooling rate needs to exceed 145 K/Ga. The current study also shows that plume 

temperature in the upper mantle is about half of the CMB temperature for whole-mantle 

convection or ~0.6 of temperature at compositional boundary for a layered mantle, independent 

of internal heating rate and Rayleigh number. Finally, the model calculations confirm that mantle 

plumes accounts for the majority (~80%) of CMB heat flux in whole-mantle convection models. 

However, plume heat flux decreases significantly by as much as a factor of three, as plumes 

ascend through the mantle to the upper mantle, due to the adiabatic and possibly diffusive 

cooling of the plumes and due to slight (~180 K) subadiabaticity in mantle geotherm. CitcomCU 

is used for this project. 

 

 
Figure: (a) Normalized plume heat flux, (b) plume excess temperature, and (c) upper mantle 

temperature versus internal heating rate. Shaded bars are for the ranges of observations.   
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We show in this paper that mobile-lid mantle convection in a three-dimensional spherical 

shell with observationally constrained mantle viscosity structure, and realistic convective vigor 

and internal heating rate is characterized by either a spherical harmonic degree-1 planform with a 

major upwelling in one hemisphere and a major downwelling in the other hemisphere when 

continents are absent, or a degree-2 planform with two antipodal major upwellings when a 

supercontinent is present. We propose that due to modulation of continents, these two modes of 

mantle convection alternate within the Earth’s mantle, causing the cyclic processes of assembly 

and breakup of supercontinents including Rodinia and Pangea in the last 1 Ga. Our model 

suggests that the largely degree-2 structure for the present-day mantle with the Africa and Pacific 

antipodal superplumes, is a natural consequence of this dynamic process of very long-

wavelength mantle convection interacting with supercontinent Pangea. Our model explains the 

basic features of true polar wander (TPW) events for Rodinia and Pangea including their 

equatorial locations and large variability of TPW inferred from paleomagnetic studies. Our 

model also suggests that TPW is expected to be more variable and large during supercontinent 

assembly, but small after a supercontinent acquires its equatorial location and during its 

subsequent dispersal. CitcomS is used in this project. 

 

 
Figure: (a) Degree-1 convection with no continental blocks, and (b) Degree-2 convection with 

a supercontinent.  
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Post-rifting relaxation at a subaerial spreading center 

W. Roger Buck and Scott Nooner  

Lamont-Doherty Earth Observatory of Columbia University, Palisades, NY 10964 

Most segments of spreading centers are difficult to study since they are deep under water.  Iceland and the Afar 

are the two places on earth where spreading centers are subaerial.  In September of 2005 a sequence of hundreds 

moderate-sized earthquakes in Afar was detected at Addis Ababa, Ethiopia.  This marked the first major subaerial 

spreading center dike intrusion event of the space geodetic era.  InSAR data indicated that the dike opened ~6m 

along a 60 km long line (Wright et al, 2006).   Also, several meters of normal fault offset deepened a graben along 

the trace of the dike.   

The uniqueness of this event has sparked major observational effort that includes deployments of seismometers 

and continuous GPS receivers. Since the first large event at least 8 more dike intrusion/propagation events have 

been detected.  Results from GPS surveys indicate that the current horizontal surface motions greatly exceed the 

secular divergence rate of ~1.7 cm/yr.  

The modeling of the viscoelastic deformation driven by the opening of dikes within the Dabbahu Segment of 

the Afar is being done jointly between Lamont-Doherty Earth Observatory and the Purdue University.  At Lamont 

we have used PyLith to construct a 3D finite element model of the region to model viscoelastic relaxation of the 

crust following the on-going diking events. Our model consists of an elastic layer over a Newtonian viscoelastic 

layer with an embedded dike made up of five finite length segments. The dike geometry and opening distributions 

were determined from InSAR by Wright et al. (2006). We varied both the thickness of the elastic layer and the 

viscosity of the of the viscoelastic layer to obtain the best fit to the observed surface deformation from GPS. Our 

best model has a 17 km thick elastic layer 

underlain by a viscoelastic layer with 

viscosity of 4 x1018 Pas. The results of 

this work were presented at the AGU 

meeting in December, 2008 (Bennati et 

al., 2008) and we have a paper in 

preparation (Nooner et al., in prep).  

Without the help of Charles Williams, one 

of the developers of PyLith, our work 

would have been far more time 

consuming.  

 

Figure Caption Insert shows model 

geometry of a 3D block with an elastic 

layer (blue) overlaying a visco-elastic 

lithosphere (red). Surface displacements 

(m) for the best fitting model to the 

September 2005 dike are shown on the 

surface expression of the mesh used to 

build the model.  Map comparing model 

results and GPS observations.  
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MODELING OF COULOMB STRESS CHANGES DURING THE 2002-2003 ETNA ERUPTION  

G. Currenti (INGV-CT), C. Del Negro (INGV-CT), G. Ganci (INGV-CT), C. A. Williams (GNS Science) 
 

A fully 3D finite element simulation is performed to study the interaction between the magmatic intrusions 

and the fault systems that were reactivated during the 2002-2003 Etna eruption. We investigated how the 

topography and the complex medium heterogeneity can affect the ground deformation and the stress field 

solutions. The modeling is conducted using the CIG finite element code PyLith [Aagaard et al., 2008]. The 

computational domain was generated using a digital elevation model of Mt Etna from the 90 m Shuttle Radar 

Topography Mission (SRTM) data and a bathymetry model from the GEBCO database 

(http://www.gebco.net/) using LaGriT (http://lagrit.lanl.gov). To simulate the magmatic intrusions we assigned 

tensile dislocation boundary conditions to the nodes lying on the dike surfaces. The elastic parameters were 

estimated using seismic velocity tomography.  

Based on the Coulomb failure criterion, we resolved the stress changes, generated by the magmatic 

intrusions, onto the mapped structural trends of the Pernicana Fault (PFS, a local volcanic edifice feature 

on Etna), which was reactivated soon after the eruption onset. The presence of medium heterogeneity and 

topography strongly alter the amplitudes of the Coulomb stress changes with respect to homogeneous 

elastic half-space solutions (see Figure). Seismicity matches well the areas of positive increase in the static 

stress changes caused by the intrusive events along the southern and northeastern flanks [Currenti et al., 

2008]. 
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Figure – Map view of Coulomb stress changes generated by the magmatic intrusions (black dashed lines) resolved onto Pernicana 
Fault (red line). The fault is mapped by a vertical plane oriented 100°N with left lateral motion. For all the models HomFlat (a), HomTopo 
(b), HetFlat (c), HetTopo (d) a positive stress change area surrounds the Pernicana Fault and well matches the seismicity recorded from 
27th to 29th October (white circles, from Barberi et al., 2004).  
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Contemporary strain and stressing rates across Alaska from interseismic and postseismic 

processes 

Andy Freed (Purdue), Tabrez Ali (Purdue), and Jeff Freymueller (U. of Alaska, Fairbanks) 

 We are using a finite element model to calculate the contemporary evolution of stress in 

Alaska in an effort to identify regions of highest seismic hazard. We are interested in identifying 

regions with the fastest current stressing rates and regions of highest unrelieved stress 

accumulated over the past century. To date we have developed a geologically and seismologically 

constrained 3-D viscoelastic finite element model of the region that incorporates the highly 

contorted subducting Pacific slab and all active upper plate fault systems (figure below). The 

mesh was developed using the Cubit mesh generator toolkit [cubit.sandia.gov], while all 

calculations are performed using the CIG finite element code PyLith 

[geodynamics.org/cig/software/packages/short/pylith]. We drive the Pacific slab kinematically 

(i.e. velocity boundary conditions at surface and depth) in accordance with its observed motion 

relative to North America in a manner that maintains its current convergent geometry. This 

enables us to study how properties of the plate interface (i.e. locked and/or sliding megathrust) 

and currents within the mantle wedge influence strain and stressing rates within the North 

American plate. In addition to interseismic convergence, we are also simulating all of the major 

earthquakes to have occurred over the past century to incorporate stress changes due to slip as 

well as the influence of postseismic relaxation of the mobile mantle on strain and stressing rates. 

We are currently calibrating the model to geodetic (GPS) constraints prior to the 2002 Denali 

earthquake. Our initial results indicate that significant strain rates occur a few hundred km 

inboard of the megathrust and must be due to weakness (e.g., lower effective viscosity) in the 

upper crust (distributed or due to low angle faults at depth we cannot yet say). In addition, we 

find that currently measured southward velocities (anomalous since the Pacific plate drives 

northward) that extend more than 500 km inland in some locals, are consistent with continued on-

going postseismic relaxation associated with the great M9.2 1964 Alaska earthquake. That 

postseismic responses are so long-lived is a testament to their overall importance in the evolution 

of the stress field through the earthquake cycle. 

 Our research has benefited greatly by the accessibility of PyLith’s developers, who willingly 

help us work through solver problems (mostly user caused, sometimes code bugs) and are being 

very responsive to our need for the code to expand its capabilities, especially more complex 

rheologies, cohesive elements. The accessibility and expertise of the developers has been key to 

our continual progress on this project and will serve to make PyLith more versatile in the future. 

 

 
 Finite element mesh of Pacific plate subducting beneath North America 
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3-D FEM derived elastic Green's functions for the coseismic deformation of the 

2005 Mw 8.7 Nias-Simeulue, Sumatra earthquake  

Ya-Ju Hsu (IESAS, Taiwan), Mark Simons (Caltech, USA), Charles Williams (GNS Science, New 

Zealand), Emanuele Casarotti (INGV, Italy) 

We use the finite element code PyLith and a 3-D mesh to evaluate the impact of topography, Poisson’s 

ratio, and 3-D elastic structure on coseismic slip distributions and surface displacements of the 2005 

Mw 8.6 Nias-Simeulue, Sumatra earthquake. The effect of topography on surface displacements is 

significant when the rupture location and the topography are in phase or the rupture occurs at shallow 

depth. Surface displacements are not very sensitive to perturbations of Poisson’s ratio in substrata. The 

3-D elastic structure is the most influential parameter in the FEM. We also investigate coseismic slip 

models of the 2005 earthquake using different combinations of fault geometries and material 

properties. Deformation zones are narrower in all tested 3-D elastic models compared to those within a 

half-space model independent of fault geometries. The fit to an elastic half-space model is generally 

better than a 3-D elastic model. Although the fit to surface observations in our 3-D elastic model is not 

better than the result from a simple half-space model, the resulting slip distribution may reflect the true 

fault slip behavior with more fidelity. The remaining misfit may imply that there are other mechanisms 

taking place during earthquake rupture that have not been well understood at subduction zones. 

 

 
 

 

Figure 1 The profiles of surface displacements perpendicular to the trench (the origin) from 3 rupture 

sources (Cyan, yellow, and black lines indicate rupture locations). The black numbers in the panels 

show the offsets of displacements. (a) Vertical displacements from a flat earth model (black) and a real 

surface relief model (red) and the differences (blue) between these two models; (b) Similar to (a) but 

for vertical displacements; (c) Surface displacements orthogonal to the trench estimated from 

homogeneous (black) and heterogeneous (red) models and the difference between them (blue); (d) 

Similar to (c) but for vertical displacements. 

(a) (b) 

(c) (d) 
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Assessing the effects of rigidity contrasts on earthquake source inversions using PyLith 

Rowena Lohman (Cornell University) and Charles Williams (GNS Science, New Zealand) 

 
Current methods of inverting geodetic data for coseismic fault slip generally rely on simple elastic half space or layered 

space models to describe the crustal response to dislocations on a given fault plane. The neglect of the 3D variations in 

rigidity that exist within the real Earth can bias inversion results, whether the goal is determining the optimal fault plane 

geometry associated with a particular event or to find the best-fitting co-seismic slip distribution.  For many tectonically 

active areas, such as Southern California, sophisticated models of crustal elastic moduli are available.  However, 

inversions using the full 3D elastic structure are very computationally expensive and not always necessary.   

 

In this project, we are working towards generating quick tests that can identify cases where neglecting elastic structure is 

appropriate.  First order goals in inversions of geodetic data may include determining the location and orientation of the 

fault plane and the earthquake magnitude, perhaps in near real-time for use in disaster response efforts.  Other possible 

targets include the study of the interaction between seismicity and Coulomb stress changes or earthquake triggering 

through stress transfer from the lower crust.  In all cases, it is essential to know how confident we can be about the 

conclusions we draw from the data, requiring that we assess not only the contribution from data error, but also from errors 

in the models we use in inversions. 

 

To assess the effects of rigidity contrasts with various characteristics, we use PyLith to generate synthetic data for 

earthquakes within a range of realistic crustal rigidity structures such as a cross fault contrast.  Inversion of these synthetic 

data sets for the best fitting size and orientation of dislocation within an elastic half space allows us to place bounds on the 

magnitude of bias introduced when using simple elastic half space models.   

 

In regions where we have limited access to information about elastic structure, the results of this study can aid researchers 

in placing error bounds on their results, or in determining whether particular problems are feasible.  In areas with existing 

velocity structure models, the target problem may require the use of sophisticated inversion schemes that ingest all the 

existing knowledge, instead of relying on simpler, computationally inexpensive inversions within elastic half spaces.  

 

Figure 1: Y-component 

of deformation expected 

for a vertical strike slip 

fault in a half space 

(left), and with the 

inclusion of a cross-fault 

contrast (middle, 

deformation field 

generated with PyLith).  

Right panel illustrates 

how the best-fit fault in a 

half space must include 

a dip of 75 degrees in order to match the asymmetric deformation field resulting 

from the cross-fault contrast. 

 

 

Figure 2: Inferred dip vs. cross-fault contrast in Young’s modulus, for a vertical 

input fault plane such as the one described in Figure 1.  Lines indicate the 

result of inversions using the X, Y, or Z component of deformation.  As 

expected, we retrieve the input geometry (dip=90) for all cases where the cross-

fault contrast is zero. 



  64 
 

!""#$%&'("')*+',-./-%/(0&'/0'1-23%'4#(5#%.6'-07'!3-&%/$'8%.2$%2.#'(0'4#(7#%/$',#3($/%/#&9',#0%2.-'
:-&/0';#</(09'=-3/"(.0/-'

!"#$%$"$%&'(&)!"#*+&,#-.&/0&1#2.3&)$%&'()*+%&',*-.%/*)'$*0*+&,4#-.35&60&/".."#75&)1,2'23.4/345',46'74*)*/8*+&

8-#9:;-9&<0&<#%3-&)!"#*

13;93=">&;253-?#=";$5&;:&"$=3-53"57">&3.#5=">&5=-#"$&#>>@7@.#=";$&#$9&>;53"57">&5=-#"$&-3.3#53&#-3&53$5"="?3&=;&=43&

43=3-;%3$3;@5 & -43;.;%A &;: & =43 & ."=4;5B43-30 & &C?3$ & =4;@%4 &7;93.5 & #55@7"$% & 5"7B.3 & -43;.;%A &7"%4= & :"= &;253-?39&

%3;93=">&?3.;>"="35&D3..+ &>;$>.@5";$5&#2;@=&:#@.=&234#?";- &>;@.9&23&2"#539&":&.#=3-#.&#$9&?3-=">#.&?#-"#=";$5&;:& =43&

."=4;5B43-3E5 &73>4#$">#. &B-;B3-="35 &#-3 &$;= &#>>;@$=39 &:;-0 & &/3&#-3 &93?3.;B"$% &FGH&,-@5=#. &H3:;-7#=";$ &I;93.5&

),HI*&;:&5;@=43-$&,#.":;-$"#&@5"$%&=43&J"$"=3&C.373$=&I3=4;9&)JCI*+ &#>>;@$="$%&:;- & -3#."5=">& :#@.= &%3;73=-"35&

B-;?"939&2A&=43&K,C,&,;77@$"=A&J#@.=&I;93.&),JI*&#$9&FGH&?#-"#2.3&3.#5=">&B-;B3-="35&B-;?"939&2A&=43&K,C,&

,;77@$"=A&L3.;>"=A&I;93.5&),LI*0&&/3&#-3&@5"$%&=43&7354&%3$3-#=";$&B#>M#%3&'#1-"N&O7354"$%0.#$.0%;?P&=;&>-3#=3&

=43&7354350&N;&B3-:;-7&=43&7;93."$%&"=53.:+&D3&#-3&@5"$%&QA'"=4&O(*9**:8'4-'*);+&RSSTP0&&N43&7;93.&D3&B-353$=&43-3&

3$>;7B#5535&=43&-3%";$&#-;@$9&=43&L3$=@-#&8#5"$+&"$>.@9"$%&=43&K#$&,#A3=#$;+&U#M&V"9%3&#$9&K#$=#&K@5#$#&:#@.=50&&

/3&B3-:;-7&=4-33&9"::3-3$=&>#.>@.#=";$5&;:&

>;53"57">&9"5B.#>373$=5&;:&=43&L3$=@-#&

8#5"$&7;93.W&X*&#$#.A=">&7;93.5&@5"$%&=43&

-3>=#$%@.#-&9"5.;>#=";$&2#539&),JIGV*&

:#@.=&%3;73=-A&#55@7"$%&4;7;%3$3;@5&

3.#5=">&B-;B3-="35&O!4*84'*/8'<*94:+&

RSSYPZ&R*&JCI&7;93.5&@5"$%&;@-&7354"$%&

;:&=43&NG5@-:&2#539&,JI&#55@7"$%&

4;7;%3$3;@5&3.#5=">&B-;B3-="35Z&F*&JCI&

7;93.5&@5"$%&;@-&7354"$%&;:&=43&,JI&

"$>.@9"$%&3.#5=">&5=-@>=@-3&:-;7&=43&.#=35=&

,LIG<0&&/3&#.5;&3[B.;-3&9"::3-3$=&

2;@$9#-A&>;$9"=";$5&2A&#55@7"$%&#*&

:"[39+&2*&:-33&#$9&>*&9"5B.#>373$=5&

>;7B@=39&:-;7&#$#.A=">#.&7;93.50&&8A&

>;7B#-"$%&7;93.&-35@.=5+&D3&:"$9&=4#=&

2;=4&-3#."5=">&:#@.=&%3;73=-A&#$9&

"$4;7;%3$3;@5&3.#5=">&5=-@>=@-3&4#?3&

5"%$":">#$=&3::3>=5&;$&=43&5@-:#>3&

9"5B.#>373$=50&&N43&3::3>=5&;:&9"::3-"$%&

:#@.=&%3;73=-A&>#$&-3#>4&5@-B-"5"$%.A&:#-&

:-;7&=43&:#@.=5&"$&>3-=#"$&B.#>35Z&=43&

,JIGV&:#@.=&7;93.&9;35&$;=&#.D#A5&

B-;?"93&#&%;;9&-3B-353$=#=";$&;:&=43&

,JI0&&N43&3::3>=5&;:&=43&"$4;7;%3$3;@5&

3.#5=">&5=-@>=@-3&;$&5@-:#>3&9"5B.#>373$=5&

#-3&5@25=#$="#.&"$&#&7@>4&2-;#93-&-3%";$&

#$9&=43&"$4;7;%3$3;@5&7;93.&54;D5&7;-3&>;$>3$=-#=39&93:;-7#=";$&#>-;55&=43&2#5"$0&&\$>;-B;-#="$%&=43&?#-"#=";$5&;:&

3.#5=">&B-;B3-="35&#$9&:#@.=&%3;73=-A+&>;53"57">&9"5B.#>373$=5&>#$&9"::3-&;$&=43&;-93-&;:&FS]^S_&"$&=43&$3#-&:"3.9+&#$9&

=43&#`"7@=4&>#$&9"::3-&2A&#5&7@>4&#5&aS&93%-3350&&/3&>;$>.@93&=4#=&"%$;-"$%&-3#."5=">&?#-"#=";$5&"$&:#@.=&%3;73=-A&2A&

@5"$%&-3>=#$%@.#-&9"5.;>#=";$5&#$9&"%$;-"$%&FGH&3.#5=">&5=-@>=@-3&>#$&.3#9&=;&.#-%3&3--;-5&"$&>#.>@.#=";$5&;:&>;53"57">&

#$9&"$=3-53"57">&9"5B.#>373$=50

;#"#.#0$#&
6#%##-9+&80+&K0&b"3$=`+&I0&b$3B.3A+&'0&K=-#$9+&#$9&,0&/".."#75+&QA."=4&c53-&I#$@#.+&L3-5";$&X0F0X+&,;7B@=#=";$#.&

\$:-#5=-@>=@-3&:;-&13;9A$#7">5+&RSST0&

I3#93+ & 80 & !0+ & #$9 &80 &<0 &<#%3-+ & 8.;>M &7;93.5 & ;: & >-@5=#. &7;=";$ & "$ & 5;@=43-$ &,#.":;-$"# & >;$5=-#"$39 & 2A &1QK&

73#5@-373$=5+&=;'14%>?@&5'A4&;+&XXS+&8SF^SF+&9;"WXS0XSRadRSS^!8SSFRSa+&RSSY0

1/<2.#> '&I#B&?"3D&;:&,;7B#-"5;$&;:&>;53"57">&5@-:#>3&9"5B.#>373$=5&:-;7&7;93.5&
#55@7"$%&9"::3-3$=&?3-5";$5&;:&:#@.=&%3;73=-A&#$9&3.#5=">&5=-@>=@-30&1-33$W&5"7B.":"39&
-3>=#$%@.#-&:#@.=&%3;73=-"A&),JIGV*&#$9&4;7;%3$3;@5&3.#5=">&5=-@>=@-3Z&V39W&-3#."5=">&

:#@.= & %3;73=-A & ),JI* & #$9 & 4;7;%3$3;@5 & 3.#5="> & 5=-@>=@-3 & Z &e3..;DW & -3#."5="> & :#@.=&
%3;73=-A&),JI*&#$9&3.#5=">&5=-@>=@-3&D"=4&FGH&?#-"#=";$5&),LI*0&&



  65 
 

VISCOELASTIC MODELING OF GROUND DEFORMATION DURING THE 1993-1997 INFLATION 
PERIOD AT ETNA VOLCANO  

 
D. Scandura (Università di Catania), G. Currenti (INGV-CT), C. Del Negro (INGV-CT) 

 

We reviewed the ground deformation observed on Etna volcano during the 1993-1997 inflation period by 
setting up a 3D viscoelastic model. Since 1993 different geodetic measurements (EDM, GPS, SAR and 
leveling data) identified an inflationary phase characterized by a uniform and continuous expansion of the 
overall volcano edifice that was not perturbed by eruptive activity. We used the CIG finite element code 
PyLith for modeling time-dependent ground deformation due to volcanic pressure sources embedded in a 
viscoelastic medium. Especially in volcanic areas, the presence of heterogeneous materials and high 
temperatures produce a lower effective viscosity of the Earth’s crust that calls for considering the thermal 
regime of crustal volume surrounding the magmatic sources. We implemented a viscoelastic shell model in 
which the magmatic source is embedded in an elastic medium and surrounded by a concentric shell of 
viscoelastic material. It is reasonable to assume that rocks near the inflation source are considerably heated 
and weakened beyond the brittle-ductile transition temperature, where viscoelastic rheology is more 
appropriate to describe the mechanical behavior of the surrounding rocks. The computational domain was 
generated using a digital elevation model of Mt Etna (SRTM data) and a bathymetry model for the off-shore 
area (GEBCO database from http://www.gebco.net/) using LaGriT (http://lagrit.lanl.gov). To simulate the 
magmatic inflation we assigned the pressure value on the magmatic source wall. Non-uniform distributions of 
the Young’s modulus and Poisson ratio were estimated using seismic velocity tomography. A viscosity of 
10

16
 Pas was assumed for the viscoelastic shell using the generalized Maxwell model. The model permits to 

evidence that viscoelastic relaxation is responsible for significant time-dependent variations in long-term 
deformation. The inclusion of the viscoelastic shell enhances the estimates of the deformation field expected 
at the ground surface over time (Figure). Therefore, the numerical model, including viscoelastic material 
around the magmatic source, enables to produce deformation comparable with those obtained from elastic 
model, requiring a significantly lower pressure (Del Negro et al., 2009).  
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Figure – Comparison between the elastic and viscoelastic solution evaluated 3.5 years later the pressure change occurred.  
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Figure. Predicted surface deformation fields for a 10-year time interval covering a simulated 1857 earthquake. Top left: 

Homogeneous elastic model. Top right: Elastic model using properties from CVM-H. Bottom left: Maxwell model using 

CVM-H properties and viscosities of 10
20

 and 10
19

 Pa-s above and below 15 km depth, respectively. Bottom right: 

Generalized Maxwell model using viscosity pairs of  (10
20

, 10
19

) and (10
19

, 10
18

) Pa-s above and below 15 km, 

respectively. 

Modeling of Multiple Earthquake Cycles in Southern California Using the SCEC Community Fault Model 

Charles A. Williams (GNS Science, New Zealand), Carl W. Gable (Los Alamos National Lab), Bradford H. Hager 

(MIT), Brendan J. Meade (Harvard), Brad Aagaard (USGS), Matt Knepley (Argonne National Lab) 

We are using the CIG finite element code PyLith [Aagaard et al., 2008] to investigate the effects of various 

rheologies on the predicted deformation field for models of multiple earthquake cycles in southern California. Our 

present models include 55 of the faults defined by the SCEC Community Fault Model (CFM). We use the LaGriT 

meshing package [meshing.lanl.gov] to mesh the complex geometry provided by the CFM, and we then run the 

models through several thousand years of simulated earthquakes. We use rotation poles determined from the block 

model of Meade and Hager [2005] to provide coseismic slip distributions and velocity boundary conditions for the 

external boundaries of the mesh. 

In our initial models, we investigate the effects of variations in elastic properties by using the properties defined 

by the SCEC Community Velocity Model (CVM-H), and we also consider the effects of viscoelastic behavior using 

both a standard Maxwell model and a generalized Maxwell model (two or more Maxwell models in parallel). All of 

these effects significantly alter the predicted deformation field compared to a homogeneous elastic model (see 

Figure). Our present models use regular recurrence times for each fault segment. We plan to use this same method 

to ‘spin up’ our models, and then to include known earthquake sequences. This will allow us to determine which set 

of properties yields results most consistent with geodetic observations. 
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Meade, B. J. and B. H. Hager, Block models of crustal motion in southern California constrained by GPS 

measurements, J. Geophys. Res., 110, B03403, doi:10.1029/2004JB003209, 2005. 
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Cigma 

Software Download Statistics 
 

  Jun07‐
Aug07 

Sep07‐
Nov07 

Dec07‐
Feb08 

Mar08‐
May08 

Jun08‐
Aug08 

Sep08‐
Nov08 

Dec08‐
Feb09 

Cigma 0.9   3  10  13  4  8  8  12 
Total Cigma Downloads  58 

 

User Map 
 
Shows location of all users who downloaded Cigma as of March 18, 2009. 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CitcomS 

Software Download Statistics 

 
 

User Map 
 
Shows location of all users who downloaded CitcomS as of March 18, 2009. 
 

 

  Sep06‐
Nov06 

Dec06‐
Feb07 

Mar07‐
May07 

Jun07‐
Aug07 

Sep07‐
Nov07 

Dec07‐
Feb08 

Mar08‐
May08 

Jun08‐
Aug08 

Sep08‐
Nov08 

Dec08‐
Feb09 

CitcomS 
2.0.2 

30  3  ‐  ‐  ‐  ‐  ‐  ‐  ‐  ‐ 

CitcomS 
2.1.0 

‐  7  12  ‐  ‐  ‐  ‐  ‐  ‐  ‐ 

CitcomS 
2.2.1 

‐  ‐  30  8  ‐  ‐  ‐  ‐  ‐  ‐ 

CitcomS 
2.2.2 

‐  ‐  ‐  37  22  ‐  ‐  ‐  ‐  ‐ 

CitcomS 
3.0.1 

‐  ‐  ‐  ‐  7  ‐  ‐  ‐  ‐  ‐ 

CitcomS 
3.0.1 

‐  ‐  ‐  ‐  16  33  2  1  1  1 

CitcomS 
3.0.2 

‐  ‐  ‐  ‐  ‐  ‐  29  43  2  ‐ 

CitcomS 
3.0.2 

‐  ‐  ‐  ‐  ‐  ‐  ‐  ‐  47  40 

Subtotal  30  10  42  45  45  33  31  44  50  41 
Total CitcomS Downloads  371 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ConMan 

Software Download Statistics 
 
Package released September 19, 2008. 

 
  Sep08‐

Nov08 
Dec08‐
Feb09 

ConMan 2.0  23  21 
Total ConMan Downloads  44 
 

User Map 
 
Shows location of all users who downloaded ConMan as of March 18, 2009. 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Gale 

Software Download Statistics 
 

 

User Map 
 
Shows location of all users who downloaded Gale as of March 18, 2009. 

 

 

   Sep06‐
Nov06 

Dec06‐
Feb07 

Mar07‐
May07 

Jun07‐
Aug07 

Sep07‐
Nov07 

Dec07‐
Feb08 

Mar08‐
May08 

Jun08‐
Aug08 

Sep08‐
Nov08 

Dec08‐
Feb09 

Gale 0.2.0  8  ‐  ‐  ‐  ‐  ‐  ‐  ‐  ‐  ‐ 
Gale 0.9.0  70  2  ‐  1  1  ‐  ‐  ‐  ‐  ‐ 
Gale 1.0.0  ‐  6  1  1  ‐  ‐  ‐  ‐  ‐  1 
Gale 1.1.0  ‐  4  ‐  2  2  ‐  ‐  ‐  ‐  ‐ 
Gale 1.1.1  ‐  2  34  1  ‐  ‐  ‐  ‐  ‐  1 
Gale 1.2.0  ‐  ‐  78  56  4  ‐  2  1  ‐  3 
Gale 1.2.1  ‐  ‐  ‐  98  129  62  39  2  4  3 
Gale 1.2.2  ‐  ‐  ‐  ‐  ‐  ‐  91  17  3  5 
Gale 1.3.0                202  179  132 
Subtotal  78  14  113  159  136  62  132  222  186  145 

Total Gale Downloads:  1,247 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MAG 

Software Download Statistics 
 

  Sep06‐
Nov06 

Dec06‐
Feb07 

Mar07‐
May07 

Jun07‐
Aug07 

Sep07‐
Nov07 

Dec07‐
Feb08 

Mar08‐
May08 

Jun08‐
Aug08 

Sep08‐
Nov08 

Dec08‐
Feb09 

MAG 
1.0.0 

12  7  ‐  ‐  1  ‐  ‐  ‐  ‐  ‐ 

MAG 
1.0.1 

‐  ‐  4  ‐  1  ‐  ‐  ‐  1  ‐ 

MAG 
1.0.2 

‐  ‐  6  15  20  11  18  16  14  17 

Subtotal  12  7  10  15  22  11  18  16  15  17 
Total MAG Downloads  143 

 

User Map 
 
Shows location of all users who downloaded MAG as of March 18, 2009. 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Mineos 

Software Download Statistics 
 

  Mar07‐
May07 

Jun07‐
Aug07 

Sep07‐
Nov07 

Dec07‐
Feb08 

Mar08‐
May08 

Jun08‐
Aug08 

Sep08‐
Nov08 

Dec08‐
Feb09 

Mineos 1.0.0  30  23  27  19  38  25  30  23 
  Total Mineos Downloads  215 

 

User Map 
 
Shows location of all users who downloaded Mineos as of March 18, 2009. 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PyLith 

Software Download Statistics 
 

 

User Map 
 
Shows location of all users who downloaded PyLith as of March 18, 2009. 

 

 
 

  Sep06‐
Nov06 

Dec06‐
Feb07 

Mar07‐
May07 

Jun07‐
Aug07 

Sep07‐
Nov07 

Dec07‐
Feb08 

Mar08‐
May08 

Jun08‐
Aug08 

Sep08‐
Nov08 

Dec08‐
Feb09 

PyLith 0.8.0  33  5  45  25  2  1  ‐  1  2  1 
PyLith 0.8.1  23  4  29  9  1  ‐  ‐  ‐  ‐  ‐ 
PyLith 0.8.2  ‐  ‐  21  18  ‐  ‐  ‐  ‐  ‐  ‐ 
PyLith 0.8.3  ‐  ‐  ‐  12  31  14  25  11  10  6 
PyLith 1.0.0  ‐  ‐  ‐  44  1  ‐  ‐  ‐  ‐  3 
PyLith 1.0.1  ‐  ‐  ‐  82  98  3  ‐  ‐  ‐  3 
PyLith 1.0.2  ‐  ‐  ‐  ‐  ‐  42  25  12  3  3 
PyLith 1.1.0  ‐  ‐  ‐  ‐  ‐  ‐  62  ‐  3  25 
PyLith 1.1.1  ‐  ‐  ‐  ‐  ‐  ‐  23  ‐  2  ‐ 
PyLith 1.1.2  ‐  ‐  ‐  ‐  ‐  ‐  36  87  2  2 
PyLith 1.2.0  ‐  ‐  ‐  ‐  ‐  ‐  ‐  52  5  1 
PyLith 1.3.0  ‐  ‐  ‐  ‐  ‐  ‐  ‐  14  121  13 
PyLith 1.3.1  ‐  ‐  ‐  ‐  ‐  ‐  ‐  ‐  16  122 
Subtotal  56  9  95  190  133  60  171  177  164  220 

Total PyLith Downloads  1,275 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SNAC 

Software Download Statistics 
 
Package released on December 15, 2008. 

 
 
 

 

User Map 
 
Shows location of all users who downloaded SNAC as of March 18, 2009. 

 

 

  Dec08‐
Feb09 

SNAC 1.0.0  38 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SPECFEM3D 

Software Download Statistics 
 

  Dec07‐
Feb08 

Mar08‐
May08 

Jun08‐
Aug08 

Sept08‐
Nov08 

Dec08‐
Feb09 

SPECFEM3D 1.4.2  10  2  ‐  ‐  ‐ 
SPECFEM3D 1.4.3  23  71  61  92  68 
Subtotal  33  73  61  92  68 

Total SPECFEM3D Downloads  327 
 

User Map 
 
Shows location of all users who downloaded SPECFEM3D and SPECFEM3D_GLOBE as of March  
18, 2009. Download location records were kept previous to December 2007 by the California 
Institute of Technology Seismology Laboratory, Pasadena, CA, and are included in the map below. 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SPECFEM3D_GLOBE 

Software Download Statistics 
 

  Dec07‐
Feb08 

Mar08‐
May08 

Jun08‐
Aug08 

Sept08‐
Nov08 

Dec08‐
Feb09 

SPECFEM3D_GLOBE 4.0.0  71  38  1  ‐  ‐ 
SPECFEM3D_GLOBE 4.0.1  ‐  48  74  ‐  ‐ 
SPECFEM3D_GLOBE 4.0.2  ‐  ‐  4  1  ‐ 
SPECFEM3D_GLOBE 4.0.3  ‐  ‐  16  111  57 
Subtotal  71  86  95  112  57 

Total SPECFEM3D_GLOBE Downloads  421 

User Map 
 
Shows location of all users who downloaded SPECFEM3D and SPECFEM3D_GLOBE as of March 
18, 2009. Download location records were kept previous to December 2007 by the California 
Institute of Technology Seismology Laboratory, Pasadena, CA, and are included in the map below. 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 90 

CIG Seismology Portal Account Holders 
 
Brad Aagaard 
Tim Ahern 
Michael Aivazis 
Laura Alisic 
Luis Armendariz 
Richard Aster 
Jerry Ballard 
Mikhail Barmine 
Robert  Barsch 
Piero Basini 
Thorsten Becker 
Yannik Behr 
Rick Benson 
Shinta Bonnefoy 
Ebru Bozdag 
Johana Brokesova 
Abigail Bull 
Qin Cao 
Emanuele Casarotti 
Emmy Chang 
Sung‐Joon Chang 
Wu‐Lung Chang 
Min Chen 
Wang‐Ping Chen 
Po‐Fei Chen 
Phil Cummins 
Stefania Danesi 
Paul Davis 
Santosh Dhubia 
Luis Dominguez 
Shan Dou 
Mohammad ElDifrawy 
Garrett Euler 
Christos Evangelidis 
Mark Fleharty 
George Franca 
James Gaherty 
Abhijit Gangopadhyay 
Haiying Gao 
Ewenet Gashawbeza 
Peter Gerstoft 
Michael Gurnis 
Shin‐Chan Han 
Yang He 

Tae‐Kyung Hong 
Qian Hui 
Heiner Igel 
Gunnar Jahnke 
Meijuan Jiang 
Richard Katz 
Lana Kh 
Euijoong Kim 
YoungHee Kim 
Edwin Kite 
Matthew Knepley 
Keith Koper 
Jozef Kristek 
Yang Luo 
Cin‐ty Lee 
Jimin Lee 
En‐Jui Lee 
Yingchun  Li 
Juan Li 
Fan‐Chi Lin 
Qinya Liu 
Andrea Llenos 
S Lombey 
Jiangning Lu 
Jonathan MacCarthy 
Philip Maechling 
Alessia Maggi 
Federica Magnoni 
Michael Manga 
Suresh Marru 
John McCorquodale 
Chris McDowall 
Jason McKenna 
Brendan Meade 
Jean‐Paul  Montagner 
Christina Morency 
Gabriele Morra 
Hans Muhlhaus 
Shaji Nair 
John Naliboff 
Tarje  Nissen‐Meyer 
Giovanni Occhipinti 
John Orcutt 
Silke Overkott‐Brown 

Gary Pavlis 
Daniel Peter  
Steve Quenette 
Adam Ringler 
Jeroen Ritsema 
Michael Ritzwoller 
Luis Rivera 
Arthur Rodgers 
Brian Savage 
Jeff Shragge 
Anne Sieminski 
Teh‐Ru Song 
Tehru Song 
Marc Spiegelman 
Laurent Stehly 
Jeffry Stevens 
Leif Strand 
Marco Stupazzini 
William Symes 
Eh Tan 
Carl Tape 
KiranKumar Thingbaijam 
Bf Tian 
Jeannot Trampert 
Jeroen Tromp 
Victor Tsai 
Tai‐Lin Tseng 
Emily Van Ark 
Elizabeth Vanacore 
Miguel Angel Vidal Arango 
Yun Wang 
John Woodhouse 
Francis Wu 
Michael Wysession 
Heming Xu 
Hongfeng Yang 
Yingjie Yang 
Zhaohui Yang 
Huajian Yao 
Mohammad Youssof 
Chunpeng Zhao 
Zuihong Zou 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Which CIG code(s) do you use? (From workshop survey, out of 34 responses) 
 

CitcomS and/or CitcomCU  9 
ConMan  1 
Gale/Ellipsis  9 
MAG  2 
Mineos  1 
PyLith  8 
SNAC  0 
SPECFEM3D/SPECFEM3D_GLOBE  5 
None yet  11 

 

Have you participated in education and training activities put on by CIG (e.g., 
tutorials or training at workshops, use of cookbooks in manuals...)? Which ones did 
you participate in and did you find them helpful?  
 
I attended the four workshops at Columbia, Purdue, Santa Fe and Boulder. I enjoyed the lectures 
and opportunities to interact with other people very much.  
 
I am one of the PyLith developers and have given tutorials. The tutorials that seem to work the 
best are ones where the participants get hands‐on experience and can be running simple 
problems within minutes. 
 
I participated in two CIG workshops about mantle convection and long‐term tectonics, and found 
them quite useful 
 
Yes, I've attended tutorials on CitcomS and Gale presented at the EarthScope workshop in 
Monterey. I found the help getting codes installed before attending very helpful as it made the 
tutorial go much smoother. The tutorial was very basic (how to run code using existing 
examples). For Citcom, I'm already quite comfortable with the basics, so it would be nice if there 
were tutorials for different user levels that would get users comfortable using some of the higher 
level features of the code (e.g., nesting Citcom in Citcom, using plate reconstructions as the 
surface boundary conditions). 
 
Golden CFEM workshops 
 
I participated in training activities at the CIG‐short term crustal dynamics workshop. I learned 
cubit and PyLith and found the training extremely helpful. 
 
Summer 2006 and 2008 Mantle Convection Workshops (both of them) ‐ yes, both were very 
helpful not only in terms of learning about the new aspects of the codes, but also in terms of the 
new science that is being done with these codes. The Cookbooks in the CitcomS manual are very 
helpful as starting points for new users of the codes (or new aspects of the code that are 
unfamiliar even to an experienced user) 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No due only to time constraints. 
 
Training and workshops are clearly extremely important. It is one thing to develop new tools; it 
is another to have those tools embraced by the rest of the community. 
 
There is a low level of awareness for codes such as Gale or Ellipsis. Yet, I see how impressed my 
tectonicist colleagues are by Gale or Ellipsis models. The market for these codes is huge but we 
need to help this community to take ownership through workshops. 
 
In the past I have organized courses for Ellipsis, in Sydney and Minneapolis. In the future I hope 
to be able to include Gale as well. 
 
One 1‐2 hr workshop on Gale during the UC  Davis meeting in 2008. Yes, it was helpful mostly in 
motivating me to work through the tutorials beforehand and having time with other users and 
W. Landry at CIG to discuss Gale. 
 
CFEM workshops for the last few years: helpful for me (and hopefully for others). AMR 
workshop in Austin a couple of years ago: helpful and interesting. Gale tutorial during 
EarthScope meeting a couple of years ago: helpful, although more complex problems might be 
useful 
 
I attended the EarthScope Imaging Science/CIG Seismology Joint Workshop on Computational 
Seismology in 2006. I thought it was incredibly helpful. I wish that the computational seismology 
working group would offer more of these types of workshops. 
 
Yes, EarthScope meeting and Davis meeting. To me they were very helpful. Going through the 
input files, help with setup & installation, and knowing who to contact with questions. 
 
I did participate in two workshops held by CIG on short‐term crustal dynamics modeling (2006, 
Los Alamos and 2007, Golden). I think both are helpful in general. 
 
Yes, I was an invited speaker at the 2007 AMR tutorial workshop and I usually attend the CIG 
code development and validation workshops to participate in discussions about GeoFEST. We 
have used models created from CIG as part of validation and code comparison activities. 
 
Yes, I attended the 2008 UC Davis CIG workshop and joined the two tutorials provided by the 
meeting. Both the multigrid and Gale hands‐on tutorials were informational and helpful. 
 
No, but appreciate CIG staff coming by USC and giving presentations. CIG staff also helped with 
coding, which was great. 
 
The only 'training' activity I participated in was Wolfgang's regridding tutorial, which I thought 
was excellent and inspiring. Unfortunately I haven't had a chance to follow up this... 
 
Not yet. 
 
Have not participated in any 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Workshop in Jackson, NH, October 2007. Although it was not a training of any sort, it was very 
useful to see an overview over CIG's seismology activities and their connections to SPICE (the 
European computational seismology training network). 
 
I worked with Wei Mi on the MAG code, analysis tools, and the gateway portal, and on MAG code 
documentation with Sue Kientz. In addition, my students have participated in CIG workshops. 
The CIG staff has been VERY helpful and responsive in all my dealings with them. 
 
Yes, Short‐term and long‐term tectonics workshops that included code tutorials (PyLith and 
Gale). Yes they were helpful; they could be better though, more below. 
 
Yes, I helped at the PyLith tutorial twice at CFEM. 
 
I have used PyLith up to v1.1. I am not an active user of this software at present. I had primarily 
used tutorials and cookbooks in manuals for getting started. I found them to be fairly 
straightforward to use, and helpful in getting started. In addition, the developers have been able 
to respond very promptly to any problems users had posted via the cig‐short mailing list. 
 
I have yet to participate in any CIG tutorials or workshops. 
 
Davis workshop summer 08 ‐ very useful 
 
N/A. However, I am very keen on seeing the tutorials and training manuals that are currently 
available and will hope to find ways to make these more universally accessible to faculty and 
students. 
 
Yes. I don't recall the dates, but several GALE training workshops and the DEAL‐II workshop in 
Boulder. I found all to be very informative and well organized.  
 
All the short term crustal deformation workshops. Very useful. They provide training for various 
aspects of the modeling workflow, they strengthen the community, they provide an opportunity 
to meet young researchers, they provide a forum for generating code development strategies.  

What aspects of the code(s) do you find satisfying (e.g., installation, ease of use, 
education and training, availability of help, solver capabilities)? 
 
Availability of help and the dialog between developers and users. 
 
Open‐source‐ness (not a black box); flexibilty of code ‐ rather easy to make changes; large group 
of users and admins for support 
 
I find most things are just fine, except for explanations about solver parameters, solver 
limitations and any choice of solver (Citcom only has one option). The ability to use different 
solvers on the fly was one of the things that CIG stated was a priority, and it certainly would be 
nice to have some options. 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The availability of help from the CIG‐short email list is very helpful. Whenever a problem occurs 
the developers as well as other members of the user community are very quick with suggestions 
and debugging. 
 
The new scientific features that are included in the codes (e.g., the particle tracers, geoid etc.) are 
extremely useful for encouraging new science and new scientists. The CIG staff is extremely 
helpful with questions, and about encouraging new uses of the code. 
 
First, I am grateful to have access to powerful codes. Second, I am grateful to have access to 
people who make those codes and are willing to answer trivial questions. 
 
Some code are easy to install (Ellipsis and Gale's binary) installing Gale on a parallel computer 
(MacPrd Quad) was ... challenging to say the least but Walter's patience was of great great great 
help. 
 
Ellipsis is so easy to use that we have used this code in practical exercise for undergrads. 
Gale is versatile and powerful but complex and therefore difficult to understand and adapt for 
my specific needs. It will be important for CIG to continue to support someone who can help 
users with the code. 
 
I think that installation is generally much more straightforward than previously. Binaries are 
probably fine for first‐time users, while more advanced users should be better‐qualified for 
dealing with installation of the packages and their dependencies. 
 
I hope that the CFEM workshops provide a fairly useful training tool, and I think that periodic 
tutorials such as the upcoming EarthScope tutorial are also good, since they help to reach a 
wider audience. 
 
I think I will rely on the users to determine the availability of help and solver capabilities. My 
concern is the amount (or lack of) user feedback. There are a few very vocal members of the 
community, but for the most part the developers must rely on their own ideas to guide the 
course of code development. 
 
I have not used these codes that extensively, but I would say ease of use is the most satisfying. 
 
Availability for help, quality of the codes (very useful for the types of problems that I am 
interested in), cookbooks, lists of publications that used the codes; ease of use, education and 
training, availability of help and solver capabilities. Most importantly, software should have clear 
motivation and simple explanation and good organization. Thus, people with general 
geophysical background could master such codes without too much problem. 
 
I am very satisfied with CitcomS and its dedicated supporting staff. I found all these aspects well‐
maintained and friendly to users. I also used a little bit of MAG, and found this code easy to 
install and to use. 
 
Overall very good experience with the MC suite of codes. Some install issues because of PYRE 
and automated makefiles which cannot easily be modified to account for add‐on packages 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Installation and solver capabilities. 
 
I have never used any code of CIG yet.  
 
SPECFEM: installation, ease of use, solver capabilities; Modes: solver capabilities 
 
I've never used the code provided by CIG. 
 
Both MAG and CitcomS are easy to install and use. The documentation for CitcomS is particularly 
well written and informative. 
 
In general, installation is relatively easy (with the exception of the MUMPS part of PETSc) and 
appreciated. The availability of help is super ‐ Brad, Walter and Charles are always quick with 
responses to questions or problems. I'm happy with solver capabilities. I would like to see much 
more education and training, more details about code structure and how to use, especially with 
Gale. 
 
I think the developers have been an excellent resource, and have responded promptly to any 
difficulties users have faced in installing, or using PyLith. 
 
I'm unsure since I haven't used these codes yet. 
 
Installation, ease of use, capabilities 
   
Integration of "research‐grade" software, visualizations, animations, models into the broader 
geoscience curriculum. 
 
Re: GALE, installation is easy and it seems flexible and fairly robust.  
 
We are just becoming real users of PyLith, so it is premature to judge. However, the education, 
training, and availability of help (responsiveness of the developers) has been impressive. (Brad, 
Charles, and Matt have been heroes!) From what I hear, installation, especially from the 
repository, is a bit of a challenge. 

What aspects of the code(s) do you feel need improvement? Especially note future 
solver capabilities you would like to see developed.  
 
(1) Installation from source. (2) Greater consistency in the user interfaces (specification of 
parameters) across CIG codes might be helpful. A very nice addition (perhaps beyond the scope 
of CIG) would be a GUI interface to see what parameters have been specified. I don't necessarily 
mean a GUI to the code but a GUI to the specification of parameters. 
 
Installation process; updates and versions are not clear at all; backwards compatibility, 
especially with regards to input files ‐ it is very frustrating to have a model that used to work and 
now doesn't and you don't know why 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(1) True/complete restart capabilities that capture the complete state of the run ‐ this is a MUST 
for large, high‐resolution time‐dependent problems that are to be run on Teragrid resources. 
You don't want wall‐clock time to prevent you from getting models completed. (2) Having 
options on which solvers to use for different types of problems. (3) Commenting within the 
codes. New users find the lack of comments almost shocking. 
  
The solver capabilities remain woefully lacking. The code cannot yet consider non‐linear 
rheologies (Burghers model, power‐law), plastic rheologies (Drucker‐Prager) and cohesive 
elements to model aseismic slip (especially with friction). Tetrahedral elements with mid‐side 
nodes are also an important missing capability. 
 
The current configure/build systems seems rather complicated to me (with various python, etc., 
dependencies, which often require downloading 3rd party software to get them to work). I had 
to spend a good deal of time getting these things working on my machine in order to compile the 
code. These sorts of obstacles can slow usage of the code (or maybe even prevent it in some 
cases?). Anything that can be done to make this step easier would help. The CIG help site is very 
helpful, as is the CIG staff in terms of answering questions. 
I am simply unable to answer the part of the question about "solver capability" as long as they 
are fast and accurate.... 
 
I have a pretty good idea of the features I would like the codes to handle. 
   Strong viscosity gradients are important for tectonic processes. At the moment is seems that 
this is a strong limitation. 
   Partial melting and other metamorphid reaction can change the physical properties of rocks 
(density, viscosity) and melt can redistribute material and heat producing elements in the crust. 
Hence it would be great if Gale could include metamorphic reactions (including partial melting) 
with feedback on density, viscosity and on the energy equation. 
   Erosion, sedimentation processes are extremely important for mountain building processes 
and continental basins. I am not too sure how erosion and sedimentation are handled in Gale. 
   Fluid flow, through pores and faults, is also extremely important not only for economic 
geologist but for tectonicists. 
   The formation of an oceanic crust via mantle melting would require a code able to handle melt 
extraction process. 
 
I have my own personal biases for PyLith priorities: 
    * Nonlinear behavior, which includes bulk rheology (power‐law, plasticity, etc.), fault rheology 
(simple friction, etc.), and large deformation (but moderate strain). 
    * Green's functions for both dislocations and traction BC. 
    * Ability to either couple with existing heat and fluid flow codes, or to add these capabilities to 
PyLith itself. To go along with this, we would want rheologies that are coupled with these 
different physics. For example, we could include fully‐coupled poroelasticity and temperature‐
dependent viscoelasticity. 
    * On the solver side, I think we could improve the parallel performance in general, and I think 
we can improve the performance in general with automatic mesh refinement and higher‐order 
elements. 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It is difficult for me to make changes to the codes; something that I used to do with other, older 
codes. I am not familiar with the structures of these codes and do not know where to start to 
make changes. Also, it is still difficult sometimes to install the codes. About the output: every 
code comes with some output files/examples etc., that might differ from code to code. What 
about netcdf; I wonder if that would work? 
 
Visualization. Transportability. Simplification. 
 
Well, I work on parallel unstructured adaptive mesh refinement so more work in this area, if 
science relevant, would be nice. 
 
For CitcomS, maybe a more accurate yet efficient solver is needed since geodynamic models are 
getting bigger and more earthlike which would require good solutions and cheap calculation as 
well. 
 
Large lateral viscosity variation stokes solver; variable mesh resolution; slippery node 
implementation in flow codes; algebraic multigrid?; adaptive mesh refinement 
I see some limitations in gridding (given the use of quads instead of triangles/tets) but Shijie and 
his group seem to be making good headway on mantle convection problems. 
Maybe make as much effort as possible for others to understand the codes and to be able to 
change some codes when necessary. 
 
Don’t know yet. I will give my recommendations if I use some codes and find out that they need 
some improvements. 
 
SPECFEM (general): Addition of many more toy problems... I am actually working on that myself 
right now. 
   SPECFEM (globe): Maybe some sort of more direct link with inversion issues, such as adding 
data & synthetics of various generic runs, various tomographic models. 
   Modes: I had issues getting this code to run. After it ran, the results didn't make any sense at 
all.... I haven't tried it since (early 2007), but at the time there was an issue with the default 
setup. Some more examples (a low frequency catalogue and seismograms) would be nice (if not 
already done). 
 
I've never used the code provided by CIG. 
 
MAG is not parallelized; having been involved with MAG, I appreciate the difficulties in trying to 
re‐engineer it. Perhaps CIG should again seek to obtain or construct a dynamo code (or more 
generally, a core dynamics code) for larger‐scale applications. CitcomS seems to be fully 
parallelized, but for some reason it is not very efficient on my department cluster, which could 
have to do with its Poisson solver. 
 
Helping the non‐developer understand code structure and "how it works." Not finite element 
theory, but how the code does what it does. Especially for new users. 
 
I think better integration of Cigma during testing would be good. 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I think PyLith needs to have adaptive time‐stepping and finite deformation for it to have a wider 
applicability to geophysical problems. In case of Gale, I think it needs to have elasticity included 
in order to handle both brittle and ductile processes. 
  
Plenty that would serve my needs better, but I cannot think of many that would be useful for the 
entire community 
  
Ease of use and understanding how the code works is an issue. The Long‐term Tectonic Working 
Group will give a report on this at the upcoming meeting.  
 
I am not up to speed with the current development, but in general it would be useful to 
implement a model to study multiscale processes, for instance, chemically reactive systems 
coupled to large‐scale mass/heat flow. One (sort of) easy way to do it would be to use adaptive 
mesh refinement. 
 
PyLith still does not have all the physics capabilities that Tecton had (e.g., plasticity, large 
deformations, etc). This gap stops the community from moving over to PyLith completely. 
   Beyond bringing these older capabilities into PyLith: 
   1. It would be nice to make the development of elastic Greens functions more efficient 
   2. The ability to for assigned mass flux out of a given boundary surface (erosion/sedimentation 
or snow accumulation/ablation). 
   3. Once we have large strains back, some kind of built‐in remeshing is needed, especially 
during spin up stages. 
   4. We also need to consider spherical geometries. 
   5. Smarter automatic time‐step selection  

Are there analysis tools that CIG is not currently developing but should? 
 
Better Visualization tools. 
 
Do you have a good pseudo‐inverse package? 
  
Automatic meshers (although I think there is an effort already underway in this direction).  
More linkages between the codes (e.g., GALE and Citcom?) 
 
There are too many and its hard to keep up. Perhaps a script library would be useful. With a 
short description of what the script does. 
 
I'm curious about automated code generation. Such a tool could allow for simulating diverse 
physics that are less standard than other codes being developed/maintained by CIG. 
 
I'm not sure. I can think of some auxiliary tools that could either be developed as part of PyLith 
or separately. This includes heat and fluid flow as mentioned before, and also a gravity modeling 
code would be quite useful. 
 
Some choices for faster synthetic seismogram computation. A D spherical ray tracing code. A 
code to compute finite frequency kernels. 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I am not looking for any specific tools to be developed. Just that the existing tools may be able to 
have a better communication. In my opinion, all fields of earth science modelings are connected, 
so ideally, the software CIG has should have somewhat mutual communication capabilities, in 
terms of the format of data, compatibility of one output as another's boundary/initial conditions 
and eventually internal coupling between different codes. Overall, in my mind, a unified 
modeling system should be the ultimate goal. 
 
I am quite disappointed that the mantle convection code development has been limited. There's 
been interesting progress in Europe and Japan on 3D spherical code development (notably the 
Ying‐Yang grid) and I would hope that in the ‐near‐ future CIG will be able to more aggressively 
develop, test, and optimize new approaches beyond Citcom, which appears useful to the 
community but is largely based on development work outside of CIG proper. 
 
I am not sure whether there is software available to do model based gridding and 
parameterization. 
 
I would find some kind of matlab, GMT, and python repository quite useful. E.g., general scripts 
that do typical seismic operations like time‐frequency analysis, plotting colormaps, convolutions 
and cross‐correlations, misfits etc., maybe some matlab codes for wave propagation. Yet again, 
some of these are captured by SPICE, which is linked on geodynamics.org. 
 
A virtual (digital) earth model of some sort would be very helpful. 
  
There does not seem to be any effort in optimization, only on the forward problem. I would 
consider shifting some focus there. 
 
I'm interested in making meshes for finite element wave propagation simulations 
 
There is great interest in getting GALE output into a format that can easily be compared to P‐T‐t 
data constraining exhumation rates. Also, marrying the Magma Dynamics work with GALE is of 
great interest.  
 
Maybe my suggestion has been already taken into account in the current or incoming 
development, but it would be important to act on two ends, one, make use or allow the code(s) 
to use laboratory experimental data to constrain the parameters of the model; on the other end,  
compute from the output and within the code or via postprocessing tools, the largest possible 
spectrum of information that can be used for comparison with observational data. 
 
    * Parallel optimization / Bayesian sampling environments and analysis tools (how to 
efficiently interrogate 10^6 model runs?). 
    * Glaciology? 
    * A suite of fast/accurate semi‐analytic codes for crustal deformation? (standard elastic, 
layered visco‐elastic, cartesian and spherical, spherical w/ and w/o gravity(?)). These are 
needed both as stand alone codes as well as to facilitate more efficient spin up. 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What would you do without CIG software?  
 
Write my own code without help from computational scientists. 
 
Use a commercial code (abaqus, femlab...) 
 
Less science, more coding and less sharing of modifications and additions to software. 
 
Use expensive commercial software (like Abaqus). 
 
I would cling to older versions of the software I have, I would put more of my own effort into 
adding implementations into this software. I would have to spend more of my time training 
students to use it, rather than moving more directly into scientific problems. 
 
I'll go fishing. More seriously, there is clearly in my career a before CIG and after CIG period. 
Tools like Gale will become standard tools for tectonicists the same way that code like 
ThermoCalc or Perplex have become standard tools for metamorphic petrologists. 
I would not be working on the 3D faulting problem at this time, or I'd be working with another 
group. 
 
I would just be writing my own codes. 
  
Although I have not used the synthetic seismogram code to this point, I would say that I would 
have to seek out researchers that are willing to share their codes. 
 
I use CIG software now for about 75% of my research, so the consequences would be large for 
me. In fact, I would probably not have started many of the projects that I am working on now if 
the CIG software was not there ‐‐ so it has opened up many possibilities for the field that I am 
working in. 
 
I use matlab. 
  
As a modeler, I can do literally nothing in that case... 
  
Ask Shijie and Allen directly to share their code. Write my own if i wouldn't have to teach 
 
Well, I use specfem3D which is not developed by CIG, sepran, which is not developed by CIG, and 
will likely encourage my students to investigate Citcom, which is distributed by CIG, but was not 
developed by CIG either. So, I'm afraid my answer would be that I would most likely get by just 
fine. 
 
Develop it or find it from other researchers. 
 
Use software from developed overseas (Europe, Australia) 
 
I write my own computer codes. 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Developing software! (which I have done nevertheless, but the CIG concept GREATLY focuses 
attention and minimizes redundancy. As stated above, maybe some "smaller‐scale" code for 
typical pre‐ or post‐processing operations might be a nice addition. These are scripts that are 
coded ad nauseum, and while the learning curve while coding is important, one really does not 
need to reinvent very basic wheels. 
 
I'm using several codes for dynamic rupture propagation, which are not produced by CIG. 
 
There is no other site where working, benchmarked spherical mantle dynamics and core 
dynamics codes are freely available and maintained. Without CIG, one would have to obtain and 
learn about such codes through private arrangements. 
 
Bamboo farming. 
 
Find the nearest bridge and jump. 
 
I probably would have depended on commercial software like ABAQUS to develop FEM models. 
  
The same; I worked with specfem before it was a package at CIG. 
  
Go back to using homegrown codes. This is not computationally or labor efficient. The greatest 
contributions of CIG are to provide expertise in state of the art coding, establish common 
computing codes so that all researchers can better understand the work of others, and to 
maintain and standardize program releases.  
 
In the past, things would not have been that different. We ended up using Tecton for reasons 
given above. But this is really because the last few years have been spent building PyLith and it is 
now ready for more wide spread use. In the future, we will clearly be dependent on PyLith/CIG. 

Additional comments 
 
The developers of PyLith (Brad, Charles, and Matt) are fantastically hard working and 
responsive to community needs. But the amount of work needed to bring required capabilities 
into the code is simply too much for them and progress is slow. CIG needs to figure out a way to 
bring more manpower to this task. Perhaps this will only take a few months of extra workers if 
they have the right skills. 
 
Thanks very much for CIG ‐‐ it has been great for progress in our field. I really think that the 
timescale for seeing this progress, however, is longer than the 5‐year duration of the CIG‐I grant. 
It takes years for people to build a community of people using the various codes, and even longer 
for this community to start producing a body of work that is scientifically important. I think you 
will see the impact of CIG codes on the relevant fields in a big way in the next few years. 
 
There has been some critics of Gale (that not so many people use it, etc.); however, Gale is a new 
code, still under (some) development. I think that we need to give it more time, and wait for the 
first publications so people can see its full potential. 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I really appreciate CIG and hope it continues. 
  
I've always benefitted from the CIG workshops both as an attendee and a speaker and workshop 
participant. 
 
CIG is on a fantastic path towards something great. Only hope I have is that this world‐wide 
collaboration can sustain forever, and then everyone will benefit from it. 
  
I think cig really accelerated my research. 
  
Thanks for making so much software free to this community. 
 
I have not used CIG software because I'm based in Australia in 2003 and have used AuScope 
modeling tools (UnderWorld) 
 
As I mentioned in one of my previous e‐mails, I have never been associated with CIG. I decided to 
attend this workshop in order to find out if it is possible, or I if will actually need, to get 
associated with CIG and use the existing codes, or simply contribute to the CIG code bank in the 
future using my own existing codes. 
  
The CIG code suite is quite broad‐based. In many respects it is far out ahead of its potential user 
communities, especially here in the U.S. I think CIG should continue to put effort into making its 
products user‐friendly, particularly its more complicated software such as GALE. That effort will 
pay off in the future. 
  
I'm hoping to learn more about what accomplishments and opportunities have resulted from the 
CIG codes and what are the future directions for this work.  
 
Very long shot (but not impossible with the actual computational knowledge and resources), the 
ultimate goal in my view, is to combine all the codes from the workgroups listed above in a 
single tool (or develop a new one that does the job). 
 
The current PyLith development team is great. However, PyLith needs a larger development 
team. More people for less time is better than fewer for more time. Going beyond the physics 
capabilities of Tecton very soon is absolutely essential for PyLith to get any kind of community 
acceptance. A general question: How hard will it be for your average 1 year graduate student to 
pick up and begin modifying the existing code base? 


