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 Purpose and Significance

 Develop and enhance software infrastructure supporting
high performance modeling and data interpretation for
potential NASA missions, such as DESDynI, for Earth
surface deformation.

 Adaptive FEM software supports such objectives for
various Earth and space science applications.

 Objectives and Topics

 Parallelize GeoFEST and explore application of solution-
driven adaptive refinement for problems of geophysical
interest.

 Demonstrate portability among multiple systems.

 Disseminate software to the scientific community.

Objectives of this AMR Development ProjectObjectives of this AMR Development Project
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Parallel simulation showing In-Sar fringes of surface uplift and relaxation from
Northridge earthquake fault event (5.6cm per InSAR fringe)

Quakesim Team: A. Donnellan, J. Parker, G. Lyzenga, C. Norton, M. Glasscoe, P. Li

 1994 Northridge
Earthquake simulation
enabled by HPC

 Deformation of
Earth’s surface shown
as InSAR fringes over
500 year timescale.

 Buried Fault is shown
within yellow box.

 Simulation region is
overlaid on Landsat
surface data

500 Year Simulation of 1994 Northridge Earthquake500 Year Simulation of 1994 Northridge Earthquake
and and Postseismic Postseismic DeformationDeformation
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Motivation
NASA supports current and future missions aimed at observing
and understanding the creation and evolution of space phenomena
that will rely on simulations to model and interpret mission results

Benefits
Infrastructure tools allow one to achieve coupling of
physics models to adaptive meshes for resolution of
moving and curved boundary layers in flows

Impact
Modeling to interpret magnetospheric flows, dusty
protostellar disks, star and planetary formation regions,
and other scientifically significant space phenomena

Coupled Tools: APOLLO, PYRAMID

2D and 3D Model of
Magnetosphere
Density and magnetic field
lines are shown. Many
phenomena of interest have
complex and moving boundary
layers covering large spatial
domains

Modeling of Astrophysical PhenomenaModeling of Astrophysical Phenomena
DanDan  Spicer (GSFC), Spicer (GSFC), Maharaj Bhat Maharaj Bhat (GSFC), Charles Norton, and John Lou(GSFC), Charles Norton, and John Lou
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 AMR simultaneously improves solution quality, time to solution, and computer memory
requirements when compared to generating/running on a globally fine mesh.

 Future proposed NASA missions will require support for large-scale adaptive numerical
methods using AMR to model observations.

 AMR is applied across disciplines, but has seen the greatest success in computation
fluid dynamics for predictive simulation of complex flows around complex structures.

 Enables high resolution simulation of interacting fault systems.

Illustration of AMR showing improvement in surface displacement solution quality with mesh density (Landers
faulted mesh solved with GeoFEST/PYRAMID).

~80 K Elements ~350 K Elements ~1400 K Elements

4 Processors 16 Processors 64 Processors

Why Adaptive Mesh Refinement?Why Adaptive Mesh Refinement?
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 What is GeoFEST

 Finite element solution of static elastic or time
varying viscoelastic stress and strain problems

 Unstructured 3D meshes and material
variations.

 Fault dislocations and geophysical sources.

 Supports parallel computing, grid generation,
web portal, visualization (via Quakesim).

 GeoFEST Applications

 Prompt and long-term deformation effects of
earthquakes.

 Physics of fault mechanics and stress transfer.

 Analysis/simulation of plate tectonic driving
forces and material properties.

Available at
http://openchannelfoundation.org

GeoFESTGeoFEST: Geophysical Finite Element Simulation: Geophysical Finite Element Simulation
ToolTool
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Faults, Layers

Geometry Meshes BCs, Run Description

Input Files GeoFEST Animation

PYRAMID

 The Web Portal or Desktop Tools can drive this process.

GeoFEST GeoFEST Run ProcessRun Process
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Setting geometry
(QuakeTables fault
database)

Mesh generation

GeoFEST simulation,
job submission and
control Quick-view visualization

GeoFEST GeoFEST Problem Definition via the PortalProblem Definition via the Portal

Boundary Conditions

Faults, Layers

Solid Geometry

Tetrahedral Mesh

Simulation Specification

Material Properties

Input File

Run GeoFEST

Visualization
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 Structured AMR is well established for rectilinear block-adaptive geometries.

 Unstructured AMR has been applied both for arbitrary geometries and where structured
methods have also be used.

 Composite/Overlapping AMR allows “patching” of structured grids to gain benefits of both
approaches (with additional complexities in mesh generation)

 Only a handful of tools exist for parallel unstructured AMR, but many good sequential tools exist

Unstructured AMR: Torus with 4 holes
gridded using FMDB. E. Seol and M.

Shepard, Rensselaer.

Composite AMR: Submarine mesh
gridded using Overture. W. Henshaw, et. al.

LLNL

Structured AMR: Cometary atmospheric
pressure field using PARAMESH. M. Benna

et. al., GSFC.

What is the State-of-the-Art for Parallel AMR?What is the State-of-the-Art for Parallel AMR?
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Modern... Simple... Efficient… Scalable...

Task Objective

Development of a Fortran object-based software library
supporting parallel unstructured adaptive mesh refinement for
large-scale scientific & engineering modeling applications.

NASA Programmatic Relevance

• Large scale modeling and simulation applications with
complex geometry including support of various NASA
science teams.

Design Approach

• Efficient object-based design in Fortran 90/95 and MPI.
• Automatic mesh quality control, dynamic load balancing,

mesh migration, partitioning, integrated mathematics and
data accessibility routines, easy solver integration.

• Scalable to hundreds of processors and millions of elements
using triangles (2D) and tetrahedra (3D).

• Ease of use with development driven by application needs.
• Only refinement is officially supported at this time, but a

experimental coarsening capability exists

Relevant Application Areas

• Structural modeling and engineering mechanics for Earth
and Space science applications.

• Fluid mechanics and gas dynamics.
• Solid Earth active tectonics simulation models.
• Design modeling of microwave active devices.
• Fast mesh generation from high quality coarse meshes.

Overview of PYRAMID Parallel AMR LibraryOverview of PYRAMID Parallel AMR Library
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 Partitioning, Load Balancing, Adaptive
Refinement, Mesh Migration, Quality Control

Initial Mesh Partitioning

Application Computation

Error Estimation

Adaptive Refinement
(Logical)

Load Balancing Repartitioning/Migration

Adaptive Refinement
(Physical)

No

No

Mesh
Smoothing/Improvement

AMR Quality Control

PYRAMID Parallel AMR ProcessPYRAMID Parallel AMR Process
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Refinement Patterns help ensure mesh consistency (no
hanging nodes)

No Quality Control gives poor
aspect ratios

Quality Control maintains
element geometry betterQuality Control Algorithm shown in 2D

Element RefinementElement Refinement



Parallel Adaptive Mesh Refinement: Lessons and Experiences in Geophysical Modeling 13 of 28
National Aeronautics and Space Administration
Jet Propulsion Laboratory - California Institute of Technology

Element-based Partitioning achieves balanced load, connected components, and reasonable edge-cut quality.
Coarse elements are weighted, migrated, then refined to load-balanced partitions.

Graph Partitioning represents an important aspect
of minimizing communication at boundaries.

Mesh Migration Algorithms must handle irregular
redistribution of mesh components efficiently and correctly

Mesh Migration, Partitioning, and Load BalancingMesh Migration, Partitioning, and Load Balancing

ParMetis is used for graph partitioning, but we are currently transitioning to Zoltan.
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 Multiple partitioning schemes impact the performance of the solvers and overall code based
on issues such as communication optimization for specific problems under study.
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Examining Multiple Partitioning SchemesExamining Multiple Partitioning Schemes
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 Software Library Approach

 GeoFEST performs operations to modify the “state” of Pyramid objects
and relies on Pyramid for information and operations related to parallel
processing

 PreProcessing

 Run GFMeshParse on GeoFEST input to create Pyramid input
 Processing

 Specify # of field variables to track on each mesh component
 Distribute GeoFEST input data using Pyramid mesh partitioning
 Solve on the coarse mesh
 Apply per-element error estimation criteria (strain energy)
 Perform AMR (logical refinement, load balancing, physical refinement)
 Update GeoFEST data structures and interpolate to new field variables
 Solve on the refined mesh

 Post Processing

 Visualize results by transformations to TecPlot format

Overview of Using AMR in Overview of Using AMR in GeoFESTGeoFEST
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 PAMR_GET_PARTITION_NODES

 Interface

 function PAMR_GET_PARTITION_NODES( this ) RESULT(this)

 Arguments

 type (mesh), intent(in) :: this

 Integer, dimension(this%loc_boundary_nodes) :: terms

 Description

 Returns, in a one-dimensional array, the global_ids of nodes on the partition boundary.

 Notices

 Use PAMR_NODE_PARTITION_COUNT to get the size of the array to allocate for the result of this function.

 Most Pyramid Commands operate on a “mesh” type/object as the primary mechanism to
modify and or access mesh components.

 Mesh index locations can be returned as well to map directly into GeoFEST storage.
 Over 100 Commands Exist but really only a handful are needed to be productive.

Sample Pyramid CommandSample Pyramid Command
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PROGRAM pyramid_example
USE pyramid_module

type (mesh), dimension(10) :: meshes
real, dimension(:), allocatable :: node_terms, element_terms
integer, dimesion(:), allocatable :: refine_elems
call PAMR_INIT( meshes )
call PAMR_DEFINE_MESH_TERMS( meshes, num_node_terms = 10, num_element_terms = 5 )
call PAMR_LOAD_MESH( meshes(1), “Meshes/input_mesh.dat” )
call PAMR_REPARTITION( meshes(1) )
call PAMR_SET_MESH_NODE_TERMS( meshes(1), node_terms )
do I = 1, refine_level

call PAMR_MARK_REFINEMENT( meshes(1), meshes(2), refine_elems )
call PAMR_LOGICAL_AMR( meshes(1) ) ; call PAMR_REPARTITION( meshes(1) )
call PAMR_PHYSICAL_AMR( meshes(1), meshes(2) )
call PAMR_ELEMENT_COUNT( meshes(2) )

end do
call PAMR_FINALIZE( .mpi_active = .true. )

END PROGRAM pyramid_example

Notional PYRAMID Call StructureNotional PYRAMID Call Structure
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Parallel simulation showing In-Sar fringes of surface uplift and relaxation from
Landers earthquake fault event (5.6cm per InSAR fringe)

Quakesim Team: A. Donnellan, J. Parker, G. Lyzenga, C. Norton, M. Glasscoe, P. Li

 Deformation of
Earth’s surface shown
as InSAR fringes over 500
year timescale.

 3 Faults shown as
yellow segments

 Simulation region is
overlaid on Landsat
surface data

 Parallel AMR applied
to improve solution
from this 1.4 M
element case (shown
next)

500 Year Simulation of Landers Earthquake and500 Year Simulation of Landers Earthquake and
Postseismic Postseismic DeformationDeformation
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Views of Parallel AMR applied to form ~16 M element mesh that could
not be generated using GuiVisco sequentially

GeoFEST Simulated Surface Displacement from coseismic
Landers model. Viscoelastic phase (not shown) run for 500 year simulation

on ~500 procs over ~12 hours where AMR processing is negligible.

Solution Driven AMR for Landers SimulationSolution Driven AMR for Landers Simulation
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 On Interfacing Between C and Fortran 90

 An adaptor library allows C and Fortran 90 to reference
pointers, but current version requires compiler dependent
knowledge of pointer representations (a compiler
independent strategy is in testing)

 On Arrays, Not Lists, For Mesh Data Structure
Hierarchies

 Well optimized, support collective operations, efficient block-
memory allocations and usage

 Memory Usage vs. Implementation Trade-offs Exist

 Libraries and legacy applications often keep their own mesh
representations

 New applications can/should utilize library storage services
 Risk vs. Reward

 The computational overhead introduced by AMR is generally
small for time-dependent simulations

 Refinement schemes (smoothing/quality-control) trade-offs
 Visualization/Animation

 Complex, and special tools are almost always required for
large simulations.

Some Points on Software DevelopmentSome Points on Software Development
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Elastic Solutions with AMR on CFM using Elastic Solutions with AMR on CFM using QuakesimQuakesim
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Elastic Solutions with AMR on CFM using Elastic Solutions with AMR on CFM using QuakesimQuakesim

 AMR views of elastic solution (surface of 3D mesh)
 Coarse Mesh: 1,863,336 Elements and 331,136 Nodes
 Refined Mesh: 5,164,419 Elements and 890,810 Nodes
 SCEC CFM fault model provided by Carl Gable (LANL)

Imposed slip region
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Elastic Solutions with AMR on CFM using Elastic Solutions with AMR on CFM using QuakesimQuakesim
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Elastic Solutions with AMR on CFM using Elastic Solutions with AMR on CFM using QuakesimQuakesim
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Two Iterations of PCG solve of Thousands Performed
show communication efficiency for a 4 processor example. Black
shows computation, Red shows WAITALL (completion of matrix-
vector products) and violet ALL_REDUCE (global combine of
parts of vector dot product) communication. Computation
dominates giving scalability.

Sparse Kp product

Complete Kp productVector dot products

Improper Communication Scheme focuses on balanced
communication that does not scale since more communication
operations are applied than is strictly needed.

Non-Scalable Solution

Communication Performance and OptimizationCommunication Performance and Optimization
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 Parallel performance is good (even better than illustrated here)
 1000 viscoelastic time steps, 16M elements, and 490 processors shown on left

Viscoelastic Input Elastic/AMR/Elastic

Performance Analysis (For Landers Case)Performance Analysis (For Landers Case)
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 Normalized results by processor speed
for parallel CG solve iterations (dominate
computational stage)

System Performance Comparison (Very Historical)System Performance Comparison (Very Historical)

Apple 2.0 GHz PPC G5 (Infiniband)

Intel 3.0 GHz Pentium IV (GigE)

Intel 2.4 GHz Pentium Xeon (Myrinet)

SGI 1.5 GHz Altix 3000 (NUMA)

HP 1.0 GHz Itanium 2 (QsNET)

Apple 1.0 GHz PPC G4 (GigE)

Postseismic
viscoelastic relaxation

at 500 years

Instantaneous
coseismic vertical

deformation

Lower is better
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Apple 2.0 GHz PPC G5 (Infiniband) Intel 3.0 GHz Pentium IV (GigE) Intel 2.4 GHz Xeon (Myrinet) HP 1.0 GHz Itanium 2 (Quadrics) Apple 1.0 GHz PPC G4 (GigE)
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Parallel Computer Systems

Landers Case
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Available On-Line via Open ChannelAvailable On-Line via Open Channel  FoundationFoundation
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