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Outline

• Geodynamic background and motivations

• Physics motivated modelling requirements

• Practical requirements

• State of the art methods for lithospheric dynamics
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Convective Engine of the Earth
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http://dreamtigers.wordpress.com/2011/05/11/plate-tectonic-metaphor-illustrations-cmu/

• Long time scale process.  Very viscous, 
creeping flow regime

• Highly temperature dependent viscosity - 
large contrast in material properties (1e10)

• Stokes like Rayleigh-Bénard convection 
with strongly variable viscosity
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Regional Geodynamic Processes

4

http://en.wikipedia.org/wiki/File:Tectonic_plate_boundaries.png

• Topography variations
• Large variation in length scales
• Presence of faults (material failure)
• Melting

• Complex constitutive behaviour
• Large deformation
• Deformation past the onset of 

material failure
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Coupled Regional / Global Processes
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Coupled Regional / Global Processes

• Dynamics of small length scales influence large scale 
flow in the mantle

• Large variation in length scales
• Large deformation, coupled thermo-mechanical 

processes with material failure
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• Follow the 4D evolution of rocks over                        
millions year time spans          large deformation 

• Complex constitutive laws
• Large contrast in material properties
• Deformation past the onset of material failure

http://www.accessscience.com/loadBinary.aspx?
filename=208970FG0050.gif
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Continental rifting
Geodynamic Motivations
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Physics Overview

7

• Incompressible,  non-linear Stokes problem:

in Ω

Ω

�
2ηDij(u)

�

,j
− p,i = fi

uk,k = 0
ui = ūi on ΓD

σijnj = t̄i on ΓN

• Non-linear constitutive behaviour

• Evolution of coefficients and history variables

• Non-linear boundary conditions

• Conservation of energy

• Other physics...

Feedbacks
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Physics Overview
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• Non-linear constitutive behaviour
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Physics Overview
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• Evolution of coefficients
Ω

in Ω

�
2ηDij(u)

�

,j
− p,i = fi
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ui = ūi on ΓD

σijnj = t̄i on ΓN

Physics Overview

Dx

Dt
= u

Dη

Dt
= 0,

Dfi

Dt
= 0
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Frictional sliding

[(n ·∇)(t · u)]− 2C [(t ·∇)(t · u)] =
C

ηeff
p
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• Conservation of energy
Ω

in Ω

�
2ηDij(u)

�

,j
− p,i = fi
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ui = ūi on ΓD
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Physics Overview

DT

Dt
=

�
κ T,k

�
,k

+ Q

fi = ρ0

�
1− α(T − T0)

�
gi
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ui = ūi on ΓD

σijnj = t̄i on ΓN

Physics Overview

DT

Dt
=

�
κ T,k

�
,k

+ Q

fi = ρ0

�
1− α(T − T0)

�
gi

11Monday, February 3, 2014



CIG-EarthScope Lithospheric Modeling Workshop - Arizona, Tempe - Feb 2014 11

• Conservation of energy
Ω

in Ω

�
2ηDij(u)

�

,j
− p,i = fi

uk,k = 0
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• Other physics

• melting / fluids (two phase flow)             more coupling and non-linearities 

• ...
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Modelling Requirements
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• the representation of large material deformation (large strain)

• the prescription of complex non-linear constitutive behaviour

• the representation and tracking of distinct rock types (and any history variables)

• the evolution of material both pre- and post- failure

• a diverse range of boundary conditions (potentially non-linear)

• multi-physics coupling

• three-dimensional 

• stable space-time discretisations

• accurate and convergent space-time discretisations 

Our choice of space-time discretisation must allow for

12Monday, February 3, 2014
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gives rise to large jumps in material properties
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Practical Requirements

• Robustness over a wide range of multi-physics applications

• Flexible w.r.t. boundary condition and rheological prescription 

• “Fast” turn around time between simulations 

• optimal solvers, or

• discretisations/solvers which are scalable on massively parallel 
hardware

• (or ideally both of the above)

• Amenable to three-dimensional simulations

13
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Addressing Modelling 
Requirements

14
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State of the Art

• “Material Point Method” like spatial discretisation

15

Particle In Cell (PIC) Harlow 
& Welch, Phys. Fluids, (1965)

Material Point Method 
(MPM) Sulsky & Brackbill, 
JCP, (1991)

a) Discretise the continuum problem on a mesh

b) Discretise constitutive behaviour and history variables on 
Lagrangian points (markers)

c) Coupling between markers and continuum discretisation

15Monday, February 3, 2014
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• Extremely popular technique in computational geodynamics

(Gorczyk, et al, 2007; Gerya, 2011)

L. Moresi et al. / Physics of the Earth and Planetary Interiors 163 (2007) 69–82 79

Fig. 3. Comparison between a highly tilted purely compositional plume conduit (left) in which instabilities grow very rapidly and a thermal plume
conduit (right) plume conduits in which diffusion effectively suppresses instability growth.

shown in Fig. 3. The purely compositional case was
modelled using a 40 × 160 × 160 element mesh with
30 million particles of distinct density used to represent
the two fluids. The thermal case was modelled using
160 × 160 × 320elements—a significantly higher res-
olution needed to resolve the extremely fine thermal
boundary layer which develops around the conduit; in
this example the transition to unstable behaviour has not
yet been reached. As the thermal diffusivity is reduced
further, the thermal boundary layer will become thin-
ner still and a finer mesh resolution will be required to
resolve its structure. However, we know from analysis of
the non-diffusing limit that no further refinement of the
velocity mesh is required to resolve the developing insta-
bility. In order to determine the point at which diffusion
is no longer able to suppress the growth of the instability
in the conduit, we plan to refine only the mesh for the
energy equation.

6.2. Basin extension model

The following models are motivated by a prelimi-
nary study of the difference between 2D and 3D studies
of basin-forming processes in extending lithosphere
(Moresi et al., 2007). Two-dimensional models are well
understood, and, with sufficient resolution, can be reli-
ably reproduced using different numerical techniques
(Buiter et al., 2006). Some uncertainty remains, however,
in application of 2D models to both real geological set-
tings and analogue laboratory experiments designed to
illuminate the geology; the formation of truly 3D struc-
ture cannot be understood from purely 2D experiments.

Fig. 4 shows 2 × 2 × 1 box (96 × 96 × 48 elements)
extending in the x1 direction at a dimensionless velocity
of 1, in which a viscoplastic layer with a Mohr-Coulomb
failure model as described by (18) with η = 10, tan ϕ =

0.5, C = 10–20 lies on top of a viscous layer with η = 1.
In 2D it is well established that varying the “integrated
strength” of the upper layer (thickness, angle of friction,
cohesion) relative to that of the lower layer produces a
systematic change in the characteristic spacing of the
shear bands (Montesi and Zuber, 2000; Huismans et al.,
2005).

The principal challenge in 3D is to achieve a meaning-
ful resolution, given the very large number of additional
mesh points, and the additional degree of freedom at each
mesh point. Fig. 5 shows a comparison between 2D sim-

Fig. 4. The extension of a viscoplastic layer overlying a viscous sub-
strate for a range of values of the cohesion of the viscoplastic layer. The
shear bands which develop have been highlighted by hand sketching
where they meet the free surface and the edge of the box using the
output movies for reference.

(Moresi et al, PEPI, 2007)

PARAVOZ / FLAMAR [Podladchikov, Burov, 1993]

SOPALE [Fullsack, 1995]

Underworld / GALE [Moresi, 2003]

DOUAR [Braun, 2008]

LaMEM [Kaus, 2008]

SLIM3D [Popov, 2008]

FANTOM [Thieulot, 2011]

ELEFANT [Thieulot, 2013]

pTatin3d [May, 2014]

MILAMIN2 [Dabrowski, TBA]

I2VIS / I3VIS [Gerya, 2003]

204 H. Schmeling et al. / Physics of the Earth and Planetary Interiors 171 (2008) 198–223

(software DIAna Image Analysis). The measurement error was
±0.1 cm.

The laboratory setup is taken to define a corresponding 2D
numerical setup (Fig. 2b). As these experiments are carried out by
both the codes with a free surface and with a soft surface layer
(“sticky air”), both alternative setups are depicted in Fig. 2b. Based
on the photograph of the laboratory model at time equal zero, the
initial dip angle and length of the leading edge of the slab are chosen
as 34◦ and 6 cm, respectively.

4. Results

We first present results of case 1 with a weak decoupling layer
(1019 Pa s), which leads to the entrainment of weak material and
effective lubrication of the upper side of the subducting slab. We
then show the results of the free surface runs. This will be fol-
lowed by the non-lubrication models (case 2) with a “weak layer” of
1021 Pa s. Finally (case 3) the laboratory result and the correspond-
ing numerical runs will be shown.

4.1. Models with weak decoupling layer (case 1)

These models have been run with different resolutions by the
codes and are summarized in Table 2. The typical behaviour of a case
1 model is shown in Fig. 3. At time 0 instantaneously high vertical
flow velocities of the order of 5.4 cm/a are observed as the originally
flat mantle/lithosphere surface relaxes towards an isostatic equilib-
rium. This equilibrium is approached after about 100–200 kyears,
and is associated with a vertical offset at the trench of about 4 km.
This isostatic relaxation is confirmed by the codes FDCON (3.8 km
after 180 kyears), CITCOM (3.9 km after 183 kyears), I2ELVIS (4.7 km

Fig. 3. Typical behaviour of a case 1 model (here FDCON-4 is shown). Streamlines
are also shown.

after 400 kyears) with an accuracy of approximately 100 m, as well
as by the free surface models LaMEM and FEMS-2D (both 4 km
after 200 kyears) and LAPEX-2D (5.2 km after 2 Myears). During
the following 20 Mio years vertical velocities are small (order of
0.25 cm/year). It takes a few tens of Mio years until the slab suc-
cessfully detaches from the surface. Rapidly it subducts through
the upper mantle and reaches the bottom of the box after some
tens of Mio years. As the slab is fixed at the right side of the model
box, subduction is accompanied by considerable roll back with a
horizontal velocity of the order of 1 cm/year.

4.1.1. Comparison of slab shapes
First we compare the shapes of the subducting slabs. As the

temporal behaviour is different (see below) we chose snapshots
for stages at which the subducting slab has reached a depth of
approximately 400 km. As can be seen in Fig. 4, the similar stages
are reached at different times. The geometries are quite similar on
first order, but a detailed examination reveals some differences: the
FDCON case shows a slightly stronger thickening of the horizontal
part of the plate, associated with a larger trench retreat compared to
the I2ELVIS-model. In the FDCON-model the originally right angles
at the edges of the slab front are less deformed than in the I2ELVIS
case. The CITCOM model has already subducted to a slightly greater

Fig. 4. Shapes of different case 1 models at similar stages: FDCON: 40 Myears,
I2ELVIS: 34.7 Myears, CITCOM: 38.1 Myears. Viscosity averaging: geometric mean
in all cases.

(Schmeling etal, PEPI, 2008)advection of the cloud points takes 0.034 s in the low resolution
case and 0.4 s in the high-resolution one. In both cases, these oper-
ations represent only a fraction of the solving time and of the total
running time.

FANTOM allows for the accurate tracking of the amount of
memory that it allocates all through the run (outside of the solver).
In the low resolution case, it does not exceed 30 Mb, and in the
high resolution case 520 Mb. Given the amount of memory avail-
able on which the code is set to run (typically between 2 and
32 Gb on modern desktop computers), this allows to assess how
much memory is left available to the direct solver, whose memory
needs are difficultly predictible.

In the low resolution case, the measured dip angles are about
53 ± 2! on each side, while in the high resolution case the mea-
sured dip angles are 54 ± 1! on each side and are therefore steeper.
In both cases, the measurements are within the values expected for
pressure-dependent non-dilational Mohr–Coulomb shear zones
(Kaus, 2010).

Finally, an observation can be made about the density of the
shear band network which grows with each increase in resolution:
sandbox experiments do not show such a high density network of
shear band and this probably implies that the implemented plastic
rheology is too simple and lacks constitutive parameters defining
the band spacing (Chemenda, 2007).

4.2. FANTOM2Dp: lithospheric extension

This experiment is nearly identical to the one discussed in Huis-
mans and Beaumont (2007) in which plane strain thermo-mechan-
ical finite-element model experiments have been used to
investigate the effects of frictional plastic strain softening and
inherited weakness on the style of lithospheric extension.

The setup, shown in Fig. 8, consists of three layers:

! The top layer is the crust, consisting of wet quartz. It is 35 km
thick and is characterised by a visco-plastic rheology. q0 =
2800 kg m"3, cqt = 20 # 106 Pa, nqt = 4.0, Qqt = 223 # 103J mol"1,
Aqt = 1.10 # 10"28 Pa"n s"1, Vqt = 0 m3 mol"1, / = 7!, /sw = 1!,
!1 = 0.5, !2 = 1.5.

! The middle layer is the lithosphere and sublithospheric mantle,
composed of dry olivine. It is 85 km thick and its rheology is
also visco-plastic. q0 = 3300 kg m"3, col = 20 # 106 Pa, nol = 3.5,
Qol = 540 # 103 J mol"1, Aol = 2.4168 # 10"15 Pa"n s"1, Vol = 25 #
10"6 m3 mol"1, / = 7!, /sw = 1!, !1 = 0.5, !2 = 1.5.

! The bottom layer is the mantle, characterised by a purely vis-
cous rheology. q0 = 3300 kg m"3, l = 1021 Pa s.

The size of the numerical domain is Lx = 1200 km, Ly = 600 km
and the boundary conditions are as follows: the temperature is
set to T = 1330 !C at the base of the model and to 0 !C at the top.
At startup, a constant geotherm T = 550 !C is placed at the base
of the crust.

The extensional velocity applied to the sides of the crust is
vext = 0.5 cm yr"1 and a re-entrant velocity field is applied on the
rest of the boundary so as to lead to a zero net-flux through the
vertical sides of the box. A weak seed is placed in the upper part
of the lithosphere and represents the weakest zone of inherited
damage, therefore controlling the strain localisation process. All
materials see their density depend on the temperature field with
a thermal expansion coefficient a = 3.1 # 10"5 !C"1.

This experiment is run with a 2000 # 1000 grid, leading to a
resolution of 600 m per element. This results in a large matrix:
N = 4,006,002 with over 38 million non-zero terms in its upper
half. 16 cores are used and an average solve takes 17.9 s for the

(a)

(c) (d)

(e) (f )

(g) (h)

(i) (j)

(b)

Fig. 7. Numerical sandbox experiments results at low resolution (left column) and high resolution (right column) after 2 cm of extension. (a and b) Materials, (c and d) strain-
rate (logarithmic scale), (e and f) pressure, (g and h) effective viscosity (logarithmic scale), (i and j) horizontal component of the velocity field.

10 C. Thieulot / Physics of the Earth and Planetary Interiors xxx (2011) xxx–xxx

Please cite this article in press as: Thieulot, C. FANTOM: Two- and three-dimensional numerical modelling of creeping flows for the solution of geological
problems. Phys. Earth Planet. In. (2011), doi:10.1016/j.pepi.2011.06.011

(Thieulot, PEPI, 2011)

Material Point Method Family

Finite element variants

Finite difference variants
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FE-Material Point Method Family
• the representation of large material deformation (large strain)

• the prescription of complex non-linear constitutive behaviour

• the representation and tracking of distinct rock types

• the evolution of material both pre- and post- failure

• a diverse range of boundary conditions (potentially non-linear)

• multi-physics coupling

• three-dimensional 

• stable space-time discretisations [WITH A COST]

• accurate and convergent space-time discretisations [SEE NEXT 
SLIDE]





?








?
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FE-Material Point Method Family

• Choice of Stokes element type is important

• Stability and robustness may come at a different cost

Stability concerns

< log10 �̇II
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FE-Material Point Method Family
Stability concerns

log10 �̇II<
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FE-Material Point Method Family
Stability concerns

log10 �̇II<
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FE-Material Point Method Family

• MPM formulation naturally leads to 
elements which contain inter-element 
jumps in material properties (viscosity)

• Physically, the discontinuous viscosity 
produces a jump in the strain-rate and 
pressure

• Consequences, sub-optimal order of 
accuracy of the velocity and pressure 
approximations

�eu�L2 = O(h)

�ep�L2 = O(h0.5) → O(h)

Order of accuracy is independent of the 
polynomial order used for the u, p basis functions

(Thielmann etal, PAAG, 2013)
(May etal, JCP, 2014)

Accuracy concerns
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Body Fitted FEM [MILAMIN]

• the representation of large material deformation (large strain)

• the prescription of complex non-linear constitutive behaviour

• the representation and tracking of distinct rock types

• the evolution of material both pre- and post- failure

• a diverse range of boundary conditions (potentially non-linear)

• multi-physics coupling

• three-dimensional 

• stable space-time discretisations

• convergent space-time discretisations














�eu�L2 = O(hq+1)

�ep�L2 = O(hq)
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SGFD-Material Point Method Family
• the representation of large material deformation (large strain)

• the prescription of complex non-linear constitutive behaviour

• the representation and tracking of distinct rock types

• the evolution of material both pre- and post- failure

• a diverse range of boundary conditions (potentially non-linear)

• multi-physics coupling

• three-dimensional 

• stable space-time discretisations

• convergent space-time discretisations





?







?

?
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SGFD-Material Point Method Family

24

• Diverse range of boundary conditions (potentially non-linear)

➡ Necessary boundary condition for lithospheric modelling is a free 
surface. The error associated with the “sticky air” approximation 
cannot be determined a priori.

➡ Furthermore, convergence cannot be achieved if the “air” viscosity 
is not reduced. In the limit                , discretisation breaks down 

• Multi-physics coupling

➡ Possible, but often requires stencil development and analysis

• Stable space-time discretisations

➡ Staggered grid finite difference (SGFD) scheme is stable

• Convergent space-time discretisations

➡ Same result as the FEM. SGFD is optimally second order and 
discontinuous viscosity reduces scheme to first order



?

?

?
ηair → 0
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Alternative approaches

• Interface tracking methods

• Replacing material points with an interface tracking scheme (e.g. 
level set) does prevent the accuracy degradation associated with 
inter-element jumps

• Interface capturing schemes

25

Ghost Fluid Method
Immersed Interface Method
eXtended Finite Element Method (XFEM)
Moment of Fluid (MOF)

Such methods encounter difficulties when used in a multi-material context           
i) due to exponentially increase in cost with the number of materials                      
ii) due to an inability to define discrete operators when >1 or 2 material 
interfaces intersect a cell
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Alternative approaches

• Interface tracking methods

• Replacing material points with an interface tracking scheme (e.g. 
level set) does prevent the accuracy degradation associated with 
inter-element jumps

• Pure particle methods

26

Smoothed Particle Hydrodynamics (SPH)
Element Free Galerkin (EFG)
Natural Element Method (NEM)

- All have massive problems formulating a stable variable 
viscosity Stokes discretisations (no time splitting) when 
arbitrary point sets are considered

- Treatment of boundary conditions is non-trival

Lattice Boltzmann Method (LBM)
Finite Pointset Method
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Addressing Practical 
Requirements
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Practical Requirements

• Robustness over a wide range of multi-physics applications

• Flexible w.r.t. boundary condition and rheological prescription 

• “Fast” turn around time between simulations 

• optimal solvers, or

• discretisations/solvers which are scalable on massively parallel hardware

• (or ideally both of the above)

• Amenable to three-dimensional simulations

28
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Going Fast-I

29

FLAC / PARAVOZ / FLAMAR / LAPEX-2D / SNAC / DynEarthSol

• Alter the continuum formulation (compressible elasticity)

• Fully explicit time integration --> huge number of cheap updates (no solve)

• Artificial density introduced to damp p- waves

• Massively parallel

• No way to ensure non-linearities are satisfied --> accuracy? 

• Still require stable elements to avoid locking when yielding

• Frequent remeshing required --> problematic in 3D                                       
(also limits parallelism when using tetrahedrals)

ρ∗
Du

Dt
= ∇ · σ + ρg
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Going Fast-II

• > 90% of CPU time is spent in solving the 
discrete non-linear (linear) Stokes system

• Obvious candidate to improve the time to 
solution 

30

�
2ηDij(u)

�

,j
− p,i = fi

uk,k = 0

discretise
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Going Fast-II

• > 90% of CPU time is spent in solving the 
discrete non-linear (linear) Stokes system

• Obvious candidate to improve the time to 
solution 

30

�
2ηDij(u)

�

,j
− p,i = fi

uk,k = 0

discretise

3000 km x 2000 km x 200 km - 3 velocity components 
            with mesh resolution of 11 km  -->  110 million unknowns
            with mesh resolution of 20 km  -->  1.8 million unknowns
            with mesh resolution of  34 km  -->  0.34 million unknowns 

(single core)
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Choice of Solver (Preconditioner)

31

• Annoying trade-off ’s between
robustness w.r.t. viscosity contrast (and boundary conditions,  AR, ...)

speed (algorithmic scalability)

parallel implementation (OpenMP, MPI)

parallel scalability

Sparse direct
Robust
Black box
Large scale MPI implementations exist
Sub-optimal alg. scaling (“slow”) still limit computations:
(i) memory limitations
(ii) CPU time limitations (practicality)

Multi-grid
Sensitive to problem, requires tuning 
White/grey box
Massively parallel implementations exist
Potential optimal alg. scaling (“fast”)

- Rich mathematical and experimental 
development for FE discretisations
- Less well developed for SGFD
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Multi-level Preconditioners

32

• High resolution, 3D lithospheric dynamics forward models mandate 
the usage of multi-level preconditioners - forget about using sparse 
direct

• These preconditioners are scalable (algorithmically and parallel)

• Their performance fundamentally governs our scientific throughput

• Making them robust is non-trivial, however there is an ever increasing 
volume of research from both the math and geodynamic fields to 
improve this situation

Fundamental component for 
ALL 3D lithospheric dynamics 

applications
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Conclusion

33

Flexibility

Solution 
quality

Time to 
solution

“users patience”

extensibility to new physics
works with new applications (same physics)
boundary conditions / rheology permitted
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Thanks for your 
attention... questions?

34

for (e=0; e<nel; e++) {
 
 ierr = StokesVelocity_GetElementLocalIndices(vel_el_lidx,(PetscInt*)&elnidx_u[nen_u*e]);CHKERRQ(ierr);
 ierr = StokesPressure_GetElementLocalIndices(p_el_lidx,(PetscInt*)&elnidx_p[nen_p*e]);CHKERRQ(ierr);
 
 ierr = VolumeQuadratureGetCellData_Stokes(volQ,all_gausspoints,e,&cell_gausspoints);CHKERRQ(ierr);
 
 ierr = DMDAGetElementCoordinatesQ2_3D(elcoords,(PetscInt*)&elnidx_u[nen_u*e],LA_gcoords);CHKERRQ(ierr);
 
 ierr = DMDAGetScalarElementField(elp,nen_p,(PetscInt*)&elnidx_p[nen_p*e],Xp);CHKERRQ(ierr);
 
 for (p=0; p<ngp; p++) {
  PetscScalar xip[] = { XI[p][0], XI[p][1], XI[p][2] };
  ConstructNi_pressure(xip,elcoords,NIp[p]);
 }
 P3D_evaluate_geometry_elementQ2(ngp,elcoords,GNI,detJ,dNudx,dNudy,dNudz);
 
 /* initialise element vector */
 PetscMemzero(Ye,sizeof(PetscScalar)*Q2_NODES_PER_EL_3D*3);
 for (p=0; p<ngp; p++) {
  fac = WEIGHT[p] * detJ[p];

  MatMultMF_Stokes_MixedFEM3d_A12(fac,0,0,0,0,elp,PETSC_NULL,dNudx[p],dNudy[p],dNudz[p],NIp[p],Ye);
 }
 ierr = DMDASetValuesLocalStencil_AddValues_Stokes_Velocity(Yu,vel_el_lidx,Ye);CHKERRQ(ierr);
}
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